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IMpenuciioBue

Hacrosmee n3nanue “English Reader in AI” siBisiercst pe3yasTatoM paboTh
IpyIIbl Openojasareneil kageaps! aHmIMicKoro s3bika daxyiasrera BMK MI'Y
uM. M. B. JlomonocoBa. Kadenpa anruiickoro si3pika BMK Bcerna crapanack
UATH B HOTY ¢ pa00YMMH IpOrpaMMaMi U KypcaMu pa3iInyHbIX OAPa3aeICHUM
u naboparopuil akyabreTa U co3Janga HeMalo yuyeOHO-METOAUYECKUX I10CO-
Ouii, MOMOTAIOIINX HAIIINM CTYICHTaM OBIIaJIeBaTh MPO(EeCCHOHATBHBIMU KOM-
METEHIUSIMH.

BbluncnuTenbHas TEXHUKA CTPEMUTENBHO PA3BUBAETCS, BO3HUKAIOT HOBBIE
00JIaCTH KOMITBIOTEPHBIX HAyK, JaBasl KH3Hb HOBBIM 00JacTsAM 00pa3oBaHMS.
B nocnennue roxel ofHUM U3 KIIIOUEBBIX HampasieHuil passutus PO crano-
BUTCS MCKYCCTBEHHbIH MHTEJUIEKT, BIMAIOIIUI Ha MHOIOYUCIEHHBIE 00IaCTH
KU3HH W HayKH, B TOM 4HCIe B Ha oOpa3oBaHue. COBEpIICHCTBOBAHUE CHCTeE-
MBI HOATOTOBKH KaJIpoB B 007acTH VICKyCCTBEHHOTO MHTEJIEKTAa — OXHO U3
IIPUOPUTETHBIX HampaBleHUMH W 3amad Ykasa IIpesupenta PO mo crparerun
yckopeHHoro paszutus MU B Hamelt ctpane. MHorHe poccuiickre KOMIaHWH,
BY3bl M Hay4YHO-HCCJIIOBATEILCKIE MHCTUTYThl HAUMHAIOT aKTHBHO Pa3BUBAThH
WU — texHonoruu. B psje roposioB OTKpHIBAIOTCS MEKAYHAPOIHbIE KOH(EpEH-
1u ¥ BbIcTaBky 1o MM n ananm3y Gonbmux maHHBIX. CTOUT OTMETHTH KpYII-
HeHnryro KoH(pepeHio 00 NHHOBAIIMOHHBIX TeXHOJIOTHAX B VI, nmpomeniryio
B TexHonapke CkoskoBo B HostOpe 2023 rona. B aToM xe rogy oTkpbuiach epBas
BCEPOCCHICKAs ITKOIA MO MCKYCCTBEHHOMY HHTEIUICKTY M OOJNBIIMM JaHHBIM
B HaumonaneHoM neHrpe ¢usuku u Maremaruku B Capose (Hwkeropopckas
obnacts), sBistomumMes ¢punuanoM MI'Y. 31ech CTYIEHTbl U MOJIOJIbIE YUEHbIE
MOTYT HPOCIYIMIaTh JIEKIIUH BEIYIIUX CIICIHAINCTOB B cepe NCKyCCTBEHHOTO
MHTEJUIEKTa U KHOepOe30MmacHOCTH.

AxTyanbHOCTb yueOHoro noco6us “Reader in AI” cBsi3aHa ¢ HOBBIMH Kypca-
MU 1 cemuHapamu o MM Ha Hamem ¢akynsrere. [TocoOue mpeacTaBiseT co-
6011 TemaTHyeckn 00yCIOBIEHHBIN cOOpHUK MaTepranos 1o M u ynpakHeHui
K HMM Ha aHIJIMHCKOM SI3bIKE. B COOTBETCTBUU C IPOrpaMMON IPaKTUIECKOIO
cemuHapa o U1 Ha 4 kypce OakanaBpuara, JaHHOE TOCOOUE BKIIIOYACT OPUTH-
HaJIbHbIE AyTEHTUYHBIC MAaTePUaJIbl, B3ATHIC U3 KHUT U pabOT BEAyIIUX 3apyOex-
HBIX y4eHbIX. OCHOBHBIMH TeMaMu cTaTeil cOOpHUKa sBIstoTcs: ucropus WU,
npezcrasieHne UM kak MexXIUCHUIIIMHAPHON HAyKH; SKCIEPTHBIE CUCTEMBI,
CHCTEMBbl, OCHOBAaHHbIE Ha 3HAHMAX; NMPHUHIMIBI HOCTPOCHHUS U METOABI aBTO-
MAaTUUYECKUX PACCYKICHUM; HEHPOHHBIE CETH — UX BO3MOXKHOCTHU, CTPYKTYPBI,
pelraeMble ¢ UX MOMOIIBIO 33/1a4; MAaIIHHHOE 00y9IeHNe; aBToMaTHIecKkas oopa-
00TKa TEKCTOB; CHCTEMbI MAIlIMHHOTO TIEPEBOAA.



[Ipenucnosue

Opranuzanys MaTepuana BHyTPU KaXJI0ro pasziena UMeeT LIeNblo:

— pa3BUTHE HaBBIKA YTCHHS U MOHMMAaHMSA HAyYHOM CTAaTbU Ha aHIIMHCKOM
SI3bIKE KaK €IMHOTO CMBICIIOBOTO LIEJIOT0;

— BBIIEJICHHE U aHaJIU3 BCero 00beMa MH(POPMALUK C ONOPOI Ha OCHOBHBIE
MTOJIOKEHHSI 1 MOMEHTHI;

— MONOJHEHHE TePMHUHOIOTHYECKOTO U CJIOBAPHOTO 3amaca;

— pa0oTa HaJl CUHTAaKCUYECKUMU CTPYKTYPaMU U JIEKCUUECKUMU €AUHUIAMU
TEKCTOB.

Habop npakTHueckux ynpaxHeHUH, MPUIaraeMbIX K CTaThsIM U TEKCTaM I10-
co0usl, HalleJIeH HE TOJIbKO Ha IOHMMAHUE aHDIUMCKOH cTaTbu, 3aKpelsieHue
JIeKCUKH U TepmuHonoruu mo MW, HO u nMeeT TUCKYyCCHOHHBINH W TBOPYECKHUN
xapakTep (pa3BepHyTbIe OTBETHI Ha BONIPOCHI, U3JI0KEHHE IPOUMTAHHOTO Ha aH-
IIUICKOM s13bIKE, 00CYXKJEHUE COAEPKAHUS MPEUIOKEHHBIX TeM U T. 1.). MeTo-
IKa paboTHI ¢ YIpaKHEHHSIMH OJHOBPEMEHHO 3aKJIaJbIBaeT OCHOBY JUIS pa3-
BUTHS HABBIKOB TMCbMEHHOMN peuH, MEPEBO/IA C PYCCKOTO A3bIKa Ha aHIIMHCKUH,
YMEHHUS COCTaBJICHUS aHHOTAaLUH U pedepaTos.

IToco6ue “English Reader in AI” paccuntaHo Ha CTYICHTOB U MarucTpoB ¢a-
kyneTrera BMK pa3Horo ypoBHs s13bIKOBO# MOATOTOBKA. OHO MOXET OBITh HC-
HOJIb30BaHO KaK /I paOOoThl B ayAUTOPUHU, TaK U JUI CAMOCTOSITENIbHOM paboThl
on-line.

OBnasieHne SI3bIKOBOM KOMIIETEHIMEH SBIISETCS HEOTAEIMMON COCTaBIISIO-
el npodeccuonanbHoi noarorosku Oyaymux IT cnenuanuctos. OHO paciu-
pSeT BO3MOKHOCTH MX KaJIpOBOTO POCTa B IPHOPUTETHBIX oTpacisx PO u muo-
TOCTOPOHHETO COTPYIHMYECTBA C MEXIYHAPOIHBIMU U POCCUIICKUMHU rocyaap-
CTBEHHBIMU MHCTUTYTaMH U KOMIIAaHUSMU.

B cBsi3u ¢ orpaHnueHHBIME pa3zMepamu nocobust “English Reader in AI” aB-
TOPBI HE CMOTJIM OXBAaTUTh 60.]'[])]]]]412 OG’LCM TEM I10 UICKYCCTBCHHOMY HHTCIJICK-
Ty, @ TaKXKe BbIHYXKJEHb! ObLIN 3HAUUTENBbHO COKpAIlaTh MHOTUE MaTepuallbl,
B3ATHIE U3 OOIIMPHBIX TPYIOB TAaKUX M3BECTHBIX crenuainncToB, kak C.Paccen
u IT. Hopsur («/cKycCTBEHHBIH WMHTENIEKT: COBPEMEHHBIH IOAXOI», HOBOE
4 uznanue, 6onee 1200 crp.). OnHAaKO, aBTOPBI CUMTAIOT, YTO MPEACTABICHHbIH
KOMIUICKC TEKCTOB W Pa3HOOOpa3HBIX YIPaKHEHUH K HUM OyIeT CriocoOCTBO-
BaTh MOBBIIIEHHIO 2 HeKTUBHOCTH Tpoliecca o0ydeHus kak B obmactu MU, tak
1 HayYHOT'O aHIIUIICKOrO A3bIKa B LIEJIOM.

ABTOpBI BBIpaXKAIOT ONIAr0apHOCTh BCeM cOTpyaHHKaM (akyiasrera BMK,
MPOABUBIINM HUHTCPEC U YUaCTBYIOIIUM B O6Cy)KJICHI/II/I HU3JaHUus JAHHOTO II0-
cobusi. ABTOpsl 0coOeHHO npu3HarenbHbl Kopyxosoit 10. C., nouenty kaden-
pet ASl, maBmieit psig BaXKHBIX COBETOB M PEKOMEHIAIINH O €r0 COCTaBICHUIO.
OtnenbHas OnaromapHocTh — 3aBenytonieMy kadeapor MMII Boponio-
By K.B. u nouenty xadenpsrt MMII I'ypoy C.H. 3a cocrapieHue ciosaps,
BKJIFOUAIOIIETO CIIEIMAIbHYO JIEKCHKY M BOIIEAIIETO B IPUIIOKEHHE K yueOHO-
My IOCOOHIO.

Ot aBTOpOB
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Instead of Introduction.
Short History of Artificial Intelligence

Since ancient and medieval times, scientists have been fascinated with
the idea of creating intelligent machines. The seeds of artificial intelli-
gence (Al) were planted by Greek, Indian, Chinese and later European
philosophers who used structural methods of mathematical logic.

There have been many bright minds in artificial intelligence histo-
ry. Spanish philosopher Ramon Llull (1232-1316), known for writing
a logic system, developed a system for the production of knowledge by
logical operations. His work had great influence on “universal genius”
Gottfried Leibniz who in the 17th century redeveloped Llull’s ideas and
envisioned universal language of reasoning. After Leibniz English ma-
terialist Thomas Hobbes began to create the physical symbol system hy-
pothesis and French philosopher Rene Descartes attempted to describe
the whole process of human thinking as the mechanical manipulation of
symbols.

By the 19th century, the ideas about artificial humans and thinking ma-
chines were also put forward in fiction by Johann Goethe’s Faust, Mary
Shelley’s Frankenstein and Karel Capek who suggested a term “robot”,
which in Czech means “worker”. There were also Samuel Butler’s spec-
ulation “Darwin among the Machines”, Edgar Allan Poe’s “Maize’s” and
Roger Bacon’s “Maazel’s Chess Player”.

In the 20th century, with the appearance of digital computers the study
of mathematical logic provided the essential breakthrough and made ar-
tificial intelligence seem plausible. The foundations had been set by such
works as Irish mathematician George Bool’s “The Laws of Thought”
(1854) and Austrian logician Ludwig Wittgenstein’s “Begriffsschritt”.
Basing on their systems English philosopher Bertrand Russell and lo-
gician Alfred Whitehead presented a formal treatment of the mathemat-
ical deductions in their masterpiece “Principia Mathematica” (1913).
Inspired by Russell, German scientist David Hilbert challenged mathe-
maticians to answer the fundamental question: “Can all of mathematical
reasoning be formalized?”

In 1928 Hungarian-born American mathematician John von Neumann
suggested minimax game theorem, which is still used in game playing
programs. In 1948 American mathematician Norbert Wiener in his book
“Cybernetics” became concerned with the common factors of automatic
machines, organizations control and communication in living organisms.
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Instead of Introduction. Short History of Artificial Intelligence

The book laid the theoretical foundations for servomechanisms and had
a substantial impact on public thought in years ahead.

A significant role in the idea of creating an artificial electronic brain
belongs to British techno-visionary Alan Turing whose computation the-
ory showed that any computation form could be described digitally. In
1950 Alan Turing published in journal MIND a landmark paper “Com-
puting Machinery and Intelligence” in which he speculated about the
possibility of creating machines that could think. To prove an operational
definition of intelligence he devised his famous Turing Test. In the sim-
plified version of the problem Turing proposed that if a machine could
carry on a conversation (over a teleprinter) that was indistinguishable
from a conversation with a human being, then it was reasonable to say
that the machine was “thinking”. Turing’s test was the first serious pro-
posal in the philosophy of artificial intelligence. It allowed him to answer
all the most common objections to the proposition and argue convincing-
ly that a “thinking machine” was at least plausible.

Turing’s test inspired a handful of scientists to discuss the possibility
of creating thinking machines. Some of them recognized that a machine
that could manipulate numbers could also manipulate logical symbols.
The manipulation of symbols could be the essence of human thought.

Scientists from different fields began to look for the ways of mak-
ing an artificial electronic brain. The first working Al programs were
written in 1951 on Mark 1 machine in the University of Manchester.
There were also publications of Shannon’s paper on chess, followed by
Dietrich Prinz. Christopher Strachey wrote a checkers program. Another
checkers program by Arthur Samuel eventually achieved sufficient skill
to challenge respectable checker masters.

The statement of the philosophical position when a system composed
of matter could have the properties of mind was called later “Strong AI”
by John Searle from Berkley University. It was opposed to so-called
“Soft computing” technique when machines cannot do anything on their
own and the human interference was heavily involved.

The term “artificial intelligence (Al)” was coined by John McCarthy
in 1956 at Dartmouth summer conference. According to McCarthy “Al
was the science and engineering of making intelligent machines, espe-
cially intelligent computer programs”. The term “artificial” was included
in his definition because Al was studying and constructing man made
intelligence. It was also related to the task of using computers to under-
stand human intelligence. In 1958 McCarthy invented artificial language
LISP (LIST + Processing) and computational linguist Margaret Master-
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Instead of Introduction. Short History of Artificial Intelligence

man at Cambridge University designed semantic network for machine
translation.

There were successful programs and new directions in the 1950s and
1960s. To achieve the goal, they preceded step-by-step method as if
searching through backtracking whenever they reached the dead end. In
the paradigm called “reasoning as search” researchers would reduce the
search space by using heuristics or “rules of thumb”, eliminating those
paths that were unlikely to lead to the solution.

“Logic Theorist” written by Cliff Shaw in 1956 and future Nobel
Laureate Herbert Simon was engineered to perform automated reasoning
and was described as the first artificial intelligence program. Simon and
Shaw together with Allen Newell tried to capture a general version of
the algorithm in a program called the “General Problem Solver”. Their
“Logic Theory Machine” successfully proved 38 from 52 Russell and
Whitehead’s theorems. Simon and Shaw also invented the Al language
IPL-11and in the same year theoretical linguist Noam Chomsky wrote
“Syntactic Structures” for language processing.

A founder of the first Al Laboratory in Massachusetts Institute of
Technology(MIT) Marvin Minsky used semantic nets in 1968 and cre-
ated a neural net machine SNARC (Special Numerical Association of
Response Codes) which made a great contribution from the point of view
of information processing. Later he published the paper “The Society of
Mind” in which he described the human mind as a collection of cooperat-
ing agents. Minsky’s knowledge representation formalisms using frames
were another contribution during that period.

An important goal of Al research was to make computers communi-
cate in natural languages. Terry Winograd from MIT developed an early
computer robot arm SHRDLU that could carry out instructions typed in
English and moved the arm based on those instructions. Natural language
processing gave machines the ability to read and understand the language
that humans speak. Barbara Grosz at SRI (Nonprofit Scientific Research
Institute) established a Natural Language processing model. American Al
theorist Roger Schank at Stanford University and Australian journalist Bill
Woods also defined and described conceptual models for natural language
understanding. The interactive program that carried on a dialogue in En-
glish ELIZA was developed by Joseph Weizenbaum at MIT.

Programming in Logic language PROLOG that supported logic pro-
grams was invented in 1972. Programming languages Python and Java
offered various supporting packages to the machine learners. One of the
successful programs to use “Semantic networks” was written by Toss

8



Instead of Introduction. Short History of Artificial Intelligence

Quillian. A conceptive semantic network was represented as nodes and
relations among concepts as links between the nodes.

The first generations of Al researchers raised their expectations im-
possibly high: “Within ten years a digital computer will discover and
prove an important new mathematical theorem and will be the world’s
chess champion” — wrote H. A. Simon and Allen Newell in 1958.
“Within twenty years machines will be capable of doing any work a
man can do” — predicted H. A. Simon in 1965. “Within a generation ...
the problem of creating artificial intelligence will be substantially
solved” — Marvin Minsky added in 1967. In 1970 he foretold in Life
Magazine “From three to eight years we will have a machine with the
general intelligence of an average human being”. Scientists of that pe-
riod of time seemed to fail to appreciate the difficulty of the problems
they faced. Al has been proven to be much more difficult than early
pioneers believed. Many important artificial intelligence applications
like vision or natural language required enormous amounts of informa-
tion and knowledge about the world. No one at that time could build a
database so large and no one knew how much information a program
might learn.

Knowledge-based systems and knowledge engineering became a ma-
jor focus of Al research mainstream in the 1980s. The MOLGEN (Molec-
ular Generation Expert System) program was demonstrated at Stanford
University as an object-oriented representation of knowledge. A form
of interactive computer software program called “expert systems” came
from the knowledge they contained. A computer scientist and researcher
in Al Douglas Lenat from Stanford University started a long-term Al
project Cyc with the aim to assemble a comprehensive information and
knowledge by creating a massive database.

Different practice problems were tried to be solved in the modern peri-
od of Al To solve such practical problems researchers had to be engaged
also in theoretical work on Al including heuristics search, uncertainty
modeling, machinery and various reasoning problems. New Al ideas
were explored in logic programming, commonsense reasoning and many
other areas.

Chess playing programs, Deep Thought and DEEP Blue were created
at Carnegie Mellon University and defeated world chess masters. Their
applications were only expected to become more plentiful.

Although the field of artificial intelligence research was founded as
an academic discipline the US Department of Defense started backing
several programs in order to stay ahead of the Soviet technology. MIT

9



Instead of Introduction. Short History of Artificial Intelligence

received a $2.2 million grant from the newly created Advanced Research
Projects Agency in the US Department of Defense (later known as DAR-
PA). The money was used to fund project MAC which subsumed the
“Al Group” founded by McCarthy and Minsky five years earlier. The
similar grant was given to Newell and Simon’s program at Carnegie Mel-
lon University (CMU) and to the Stanford Al Project (founded by John
McCarthy in 1963). These four institutions including Al laboratory in
Edinburgh University were the main centers of Al research for a number
of years.

In the history of artificial intelligence there have been different peri-
ods. The business community’s fascination with Al rose and fell in the
1980s in the classic pattern of an economic bubble. Since its release, Al
developments have been making different waves across the globe. After
the recovery from periods of the “Al winter”, which was coined to be
analogous to the idea of a nuclear winter to indicate a time of serious set-
back for funding and research interest in Al, it is witnessed that Al began
to contribute to significant advances in many scientific fields and social
impacts. This was mainly due to the birth of deep learning methods.

The development of metal-oxide-semiconductor (MOS) and very-
large-scale integration (VLSI) enabled the development of practical Arti-
ficial Neural Network technology (ANN). A landmark publication in the
field was of a book “Analog VISI (Modeling) Implementation of Neural
System” by Carver A. Mead and Mohammed Ismail in 1989. Neural net-
works became to be widely used with the back-propagation algorithms.
They became commercially successful in the 1990s, when they began to
be used as the driving programs like optical character and speech recog-
nition.

With the creation of intelligent agents Al reached some incredible
landmarks in the 1990s and the 21% century. Public and companies alike
came to realize that, given the correct guidance, Al recent developments
could produce massive and positive changes in virtually every aspect of
human life. Over the past few decades, several computer systems have
been built that can diagnose diseases, plan the synthesis of complex
organic chemical compounds, solve differential equations in symbolic
form, analyze electronic circuits, understand human speech and natural
language text, or write computer programs to meet formal specifications.



Unit 1

Artificial Intelligence as Interdisciplinary
Field of Science

Words and phrases

To become ubiquitous — pacmpoCTPaHHUTHCS

High-latency satellite links — cImyTHHKOBBIE KaHAIBI C BEICOKOM JIATEHT-
HOCTBIO

Hazardous chemical spills — oGmacTi omacHbIX XUMHUECKHX BEIIECTB

Apps — TPUIIOKEHUS, IPOTPAMMEI

Follow-ups — MOCIeAYIoINe AeUCTBUSL

Augmented reality — paciupeHHas/10N0IHEHHas PEalbHOCTb

Road freight — Ipy30BO# TPaHCIIOPT

To mitigate — cMsAr4arTh

Efficacy — 3¢ dEeKTUBHOCTH/ACHCTBEHHOCTh

Scalable — MacITabupyeMbIit

Conservationists = — 3aIIUTHUKH TPUPOIBI

Decimate — CHUXKAaTh, YHUUTOXKATh

Through its whole history Al increasingly became integrated with other
fields and was closely related with computer science, mathematics, philos-
ophy, statistics, cognitive psychology, neuroscience, linguistics and oth-
er sciences. This integration was driven by the need to address complex
problems that required knowledge and expertise from different fields of
multidisciplinary spheres. They include such fields as engineering disci-
plines, physics, chemistry, biology and social sciences. As Al systems be-
came more sophisticated and integrated into human daily lives Al began to
be also related and has also brought improvements to finance, economics,
document classification, logistics, medical diagnosis and pharmacology.

Industry and business platforms were embedded into smart busi-
ness operations with the help of Al Artificial intelligence, the internet
of things, digital twins, robotics and additive manufacturing (AM) are
paving the way to new solutions for designing, producing and supplying
products and services. Al could help these areas improve and streamline
the processes, whether for productivity or for production.

Though some forms of computer vision have been in use in manu-
facturing for decades, recent advances in machine learning and image
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processing have enabled new manufacturing cases. Accessible computer
vision that Al technology used in manufacturing has revolutionized the
automation of supply chain and safety management. It is experiencing
a paradigm shift where the digital and physical sides of processes have
to be properly combined to produce a new generation of products. No
longer limited to structured, repetitive tasks, Al-assisted computer vision
platforms are capable of functioning in increasingly complex environ-
ment. In conjunction with operators, they lead to improved efficiency,
better data and fewer errors.

AI and Everyday Users

Al-based custom software appears in a widening range of Smart-
phones and tablet apps designed for everyday users. Currently available
apps that use the power of Al to deliver their services include Google
Assistant, Microsoft Pix and Socratic. Google Assistant allows users
to check appointments, search the web, play music, and send messag-
es hands-free. Socratic is an Al-based tutoring app that explains how to
solve mathematical problems by analyzing images of equations. Micro-
soft Pix, another popular machine learning tool, uses recent Al develop-
ment to select the best three shots out of ten frames captured. The app
then automatically deletes the other shots to optimize users’ photograph-
ing skills and save space in their Smartphone storage.

Al is revolutionizing how we create content. Their rise is undeni-
able — a recent Gartner study indicates that by 2025, over 30% of all
marketing content will be augmented by Al-driven tools.

Whether you need catchy ad copy, blog posts, or engaging social me-
dia captions, Al text generators can streamline your process and pro-
duce surprising results for digital marketing. These tools offer a wealth
of benefits. They save time, combat writer’s block, spark creativity, and
even help overcome language barriers. When used responsibly, Al text
generators can be game-changers for your brand. If you haven’t explored
their potential, you’re seriously missing out!

ChatGPT, by OpenAl, first made waves in late 2022, quickly gaining
popularity, and for good reason. It comes in a free version and a paid sub-
scription (ChatGPT Plus, $20/month). With ChatGPT, you can get ideas,
summarize your research, and beat writer’s block. It can also help with
social media posts, product descriptions, and customer service chatbots
(especially on Plus).

Russia did not take it long to create a rival the Open AI’s Al innovation
and brought forward GigaChat, an Al-powered technology introduced by
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Sberbank, a Russian lender. Recently, the company successfully unveiled
GigaChat, its recently developed chatbot as a rival of ChatGPT. As per
the organization, the ability to hold a fluent and intelligent conversation
in Russian is the most significant differentiating feature in comparison
to the rest of the global neural networks. After the Western nations de-
creased their export to Russia post the Ukraine crisis, the Sberbank has
been increasingly investing in the field of tech. This is Russia’s tech-
nique to become self-sufficient in the near and far future to decrease the
reliance on imports. Reportedly, Sberbank’s GigaChat has developed a
multimodal tool that is expected to add audio, video, and many more
capabilities in the coming future.

AI and Roboftics

The field of robotics is closely related to Al Recent Al developments
have made it more accessible than ever to deploy image analysis tools.
The innovations have been quickly expanding the role of robotics and
making remarkable impacts in humanity’s collective advancement. In-
telligence is required for robots to be able to handle such tasks as object
manipulation and navigation, mapping and motion planning.

There are more and more areas which humans leave to robots such
as Universe System, exploring planets, satellites, defusing bombs and
drones, studying volcanoes, using high-latency links, operating un-
manned underwater vehicles on ocean floors.

The most popular robot application of Al is the driverless cars, driver-
less trains and ships. In 1995 the WAMP (Windows, Apache, Mysql and
PHP) NET car drove an entire 158 km racing track without any help from
human intelligence. After that self-driving vehicles powered by Al began
to gain rapid popularity. These vehicles came equipped with the internet
of things — paired sensors, geo-analytical capabilities, and connectivity
platforms for Big Data.

Tech billionaire Elon Musk built his automatic electric car company
Tesla around the promise that it would represent the future of driving —
a phrase on the automaker’s website. Much of that project was centered
on Autopilot, a control system of features that could steer, brake and
accelerate the electric vehicles on highways without human drivers.

Besides Elon Musk many specialists became confident that self-driv-
ing vehicles would replace e-commerce and business road fright. In 2011
a widely respected technologist Jaron Lanier wrote about the impact of
Al on the job market. He predicted that in the not-too-far future it would
be inconceivable to put a person behind a wheel of a truck or a cab. The
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driverless cars will help to decrease the climate change and potentially
destabilize the world natural ecosystems. They will improve time and
energy management by optimizing future vehicles’ fuel consumption;
improve time and road safety alike.

Beyond our planet, artificial intelligence also relies on combined sen-
sor and map data to track various parameters. Right now, various space
robots are working on the International Space Station providing science
with insight into the atmosphere, landscape and conditions of the uni-
verse. As in the case of ground vehicles, artificial intelligence is also used
to navigate spacecraft, probes, and even Mars rovers. According to ex-
perts, the control technology for these devices is very similar to the sys-
tems that ensure the movement of ground vehicles in unmanned mode.

Many robotics startups are now embracing Al to develop and auto-
mate new Al systems. Firms like Olis Robotics have been driving inno-
vation through the use of plug-and-play controls fitted with Al-powered
software. Recently, new Al agents developed by Open Al were able to
learn to use tools in an experiment based on multi-gent competition. This
signifies a remarkable step forward the development of valuable and au-
tonomous artificial intelligence trends.

The automatic vehicle control system began to develop also in the
Russian Federation. In Russia the permission to operate it in test mode
has been already passed at the legislative level.

One of the memorable new products of the Al in the RF is drones that
not only fly, but also walk and include picking up the phone. This is the
first time the device has been equipped with such a function.

Transmission for intelligent digital mesh was established between hu-
man and robot devices in 5G Technology. With time, it is expected that
development in artificial intelligence may create robots that can operate
somewhat independently from humans and human knowledge. Some
companies (e.g., American technological company NVIDIA) have been
able to make robots that perform tasks in the real world by learning from
human actions without being deliberately taught to do so. Robots can
watch how tasks get done and then reenact these actions. Vast self-learn-
ing Al is the development of machine learning algorithms through mod-
ification of SOINN (self-organizing incremental neural network). Bot
program called AlphaGo has taught advanced strategies for playing
game “Go” by itself, requiring no human training.

Unmanned vehicles and facial recognition systems, as well as Russian
voice assistants even surpass their foreign counterparts in “emotional in-
telligence”. Yandex was one of the first in Russia to develop unmanned
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vehicles and today is implementing useful Al solutions for business.
Yandex has its own developments that compete with Google and Ama-
zon products. Among them is Yandex Speech Kit — a speech recognition
and synthesis service in several languages (voice station “Alice”).

What is important — Yandex brought the technology to the masses —
today every company can implement it into its IT infrastructure. Speech-
Kit allows to communicate with customers without the participation of
operator. A robot will sign up the client for the service, find out if the
buyer is satisfied with the service, and make a series of cold calls. The
system recognizes speech, builds communication according to a script
and transmits data to managers. The consulting agency Brand Finance
also included Russian company SBER in the top 3 strongest brands in
the world. One of the reasons for the high rating is success in the devel-
opment of innovation.

Al and Medicine

Advanced methods recently developed in Al computation and data
science have contributed to many major breakthroughs in medicine and
healthcare. The latest developments of artificial intelligence in medicine
are enabling improvements in accurate diagnoses, clinical decision-mak-
ing and optimal patient care. It’s still difficult for machines to identify
rare diseases due to image shortages. But it has been challenging for Al
to learn to interpret correctly diagnostic results under human supervision.
Al tools are used to overcome several challenges and speed up more ac-
curate diagnostics in radiology. Recent developments in Al have allowed
for the augmentation of Al training by computer-generated X-rays to cre-
ate a larger database. Through this database, neural networks are trained
to identify rare conditions.

It was reported that recurrent neural networks were already able to
decode speech from a sensor implanted in a human brain and transform
the cortical signals into a synthetic voice for clinical assessment and
treatment. This technology is helpful for patients who suffer from neuro-
logical paralysis because of stroke, traumatic brain injury, and neurode-
generative diseases. Over the past decade, Al has been useful for solving
problems in basic and clinical cancer research, where solutions to such
problems had been thought to be impossible. Current AI computation
and data science have made significant advances in medical research to-
ward surgery and oncology. The latest achievements in Computer-aided
surgery can guide surgeons to perform accurately on patients over the ar-
eas of interest which even experienced surgeons sometimes fail to detect.
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The integration of new medical knowledge and smart computer al-
gorithms is making significant progress toward personalized and pre-
cision medicine. The personalized medical approach allows medical
doctors to predict more accurately which treatment and prevention
strategies will be effective for which groups of people. It contrasts
with the one-size-fits-all approach, in which disease treatment and
prevention strategies are developed for the average people, with less
consideration for the differences between individuals. Recent devel-
opments in artificial intelligence have proven instrumental in the pro-
duction of COVID-19 vaccines and identification of viral components.
About 16% of Russian medical organizations are already implement-
ing Al into their work.

AI and Cybersecurity

Al is often considered to be a powerful computational tool that can
be applied to many complex problems which have not been success-
fully addressed so far. Cybersecurity is another increasingly hot topic
as businesses, companies and remote employees move their operations
online. General intelligence technology can eliminate the need for hu-
man operators to perform manual processes and speed up the processing
of deposits, payments and transactions. Artificial intelligence is hugely
scalable, and can rapidly analyze and process vast amounts of data to
secure digital systems and protect customers’ financial investments and
assets. Al can rapidly and accurately identify corporate policy violations
and duplicate expenses.

In spite of a lot of benefits of Al there is a risk of information manip-
ulation and cyberattacks. The use of Al systems involves processing and
storing large amounts of data, which can raise not only privacy but se-
curity concerns. There is always a risk of information manipulation and
cyber-attacks. There are many violations with credit cards and insurance
documents. Cybercriminals are increasingly launching attacks on both
specialized companies and banks and their clients. Modern engineering
advances may allow hackers to steal money from banks and individu-
als copying documents and using flawless imitations of human sounding
speech voices. Personal information may be compromised and become
a prey of swingers.

Fortunately, the latest Al developments in model network behavior
have proven useful in banking fraud and threat detection events. Cyber-
security maintains optimal situational control, improves incident detec-
tion and identifies risks. The parent company of Google Alphabet in-
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troduced the cybersecurity intelligence platform Chronicle to streamline
and improve cybersecurity measures. Banking apps across the globe now
offer new Al chatbot support. Cybersecurity apps can connect financial
accounts to Facebook Messenger, enabling users to make cancelations
via the popular messaging platform.

Al and Education

Another area where artificial intelligence is making noticeable
changes is education. Education is among pillars of modern society.
According to experts, artificial intelligence is already a powerful tool
for solving a number of pressing problems that exist in the practice
of accelerating educational progress and training highly qualified spe-
cialists. Al technologies offer various capabilities for personalized
learning, automation of routine tasks and analysis of large volumes of
data. One of the key ways artificial intelligence will impact education
is through the application of greater levels of individualized learning.
Some schools are using Al systems to monitor student progress and
alert teachers when there might be an issue with student performance.
In schools and universities grading work and tests for large lecture
courses can be tedious work taking up a significant time of the teach-
ers. It is now possible for intelligent machine tutors to use automat-
ed grading for nearly all kinds of multiple choices. There are many
projects already in work that use computer intelligence to help both
teachers and students alike get more out of the educational programs.
Some educational programs based on artificial intelligence already ex-
ist and can teach students fundamentals. E-learning and other online
teaching and training systems may be improved by interactive e-teach-
er distant education or educational interactive programs for comput-
er-aided instruction SCHOLAR developed by Jane Carbinell, language
model RUGPT3 and many others. IT company Intellias, together with
Alphary, has developed a set of intelligent applications for learning
foreign languages. The applications are based on data mining, machine
learning, corpus statistics and semantic analysis.

With the rapid pace of technological advancement, educational tutor-
ing systems may not be a pipe dream. Still, it is necessary to add that
despite the important advances in education, Al tutorial systems can per-
form only auxiliary functions and so far, humanoid robots cannot fully
replace human teachers. There are many fields where automated ma-
chines cannot do what human teachers can, let alone such problems as
motivation emotions, human interactions and relationships.
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When and How Well Might AI Machine Outcome Humans?

Is it possible and necessary to build a machine able of consciousness
and self-awareness of Homo Sapiens? More than fifty countries around
the world have approved national development strategies. As interdis-
ciplinary research, Al has brought along great significant challenges.
Major advances were significantly demonstrated in a lot of business op-
erations, machine learning, casebased reasoning, multi-agent planning,
scheduling, natural language understanding and translation, computer
vision, virtual reality and other areas. Planet research, smart sustainabil-
ity, and innovation management also offer some interesting challenges.

The idea that machines could contain brains just as human bodies did
inspired not only scientists but fiction writers and film makers. Isaac
Asimov proposed the Robot series and published the first Robot science
fiction “The Caves of Steel”. In “Back to Methuselah” dramatist Bernard
Shaw put questions about the validity of thinking machines that acted
like humans. There was also Arthur Clarke’s “The Sentinel”, on which
Stanley Kubrick’s film “A Space” is based; Super-intelligent computer
HAL 9000 in 2001; A Space Odyssey, C3PO and R2D2 in Star Wars,
tricorders, borgs, holograms and smart computers in Star Wars. The film
“Her” explores the theme of human emotions, consciousness and inter-
action with artificial intelligence. Similar scenarios were occasionally
raised in press, video games, television and Hollywood movies. Some
of them involved science fiction stories, in which machines and robots
became particularly intelligent, went out of the people’s control and de-
stroyed the human race.

The majority of modern scientific technologists in artificial intelli-
gence still state that the humanity so far has no grounds to apprehend Al
technology and despite the important advances Al systems now are far
from being comparable to human intelligence. A famous Al popularizer
Ray Kurzweil predicted that desktop computers might have reached the
same processing power as human brains have by year 2029, and that
only by 2045 Al might have reached the point where it would be able to
improve itself. Another problem which is often being considered by Al
specialists all over the world is a more careful consideration of ethical
global impact of Al on humanity. The idea of building “Friendly AI” be-
having with common ethical principles and regulations of the human so-
ciety has been brought up at peer-reviewed academic conferences, work-
shops and roundtables organized by various technological companies
including Google, Deep Mind, Meta, and IBM jointly with the Machine
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Intelligence Research Institute, Special Interest Groups on Artificial In-
telligence (SIGAI) and National Science Foundation, etc. “Artificial In-
telligence Ethics Forum: Generation GPT. Red Lines” took place at the
RF TASS press center in 2023.

In this regard, it is necessary to mention the UNESCO conference
“Beijing Consensus on Artificial Intelligence and Education” in 2019,
within the framework of which UNESCO prepared the publication
“Artificial Intelligence Technologies in Education: Prospects and Con-
sequences”. The main idea of the publication is the need to remember
about humanity and adhere to the principles of ethics and transparency of
Al. Since our world is one and indivisible, Al should be aimed at elimi-
nating existing inequalities to a variety of educational and cultural forms.
The humane Al for everyone must be of special importance.

The biggest challenges for the future of Al lie ahead. Multidisci-
plinary Al research and machine learning techniques without “borders”
may help in elaborating of general solvers. From deep fakes to biased
hiring algorithms, the Al field has struggled to accommodate a rapid
growth and an increasing complexity of needed solutions. Rather than
just predicting or making decisions, Al might be developed to find new
patterns in complex systems which will facilitate scientific discoveries
and enrich the humanity. Scientists believe that in the future, large and
small Al models will collaborate and then create a complete intelligent
ecosystem. The development of supercomputers is gaining momentum,
providing more and more powerful and energy-efficient models. The rise
of quantum computers and quantum-like algorithms could further ex-
pand the hardware and algorithmic toolbox for Al

Notes:

CEO — Chief Executive Officer, Managing director.

NLP — Natural language processing.

AlphaGo — Was created by Google DeepMind.

Fintech — 1 refers to firms using new technologies, big data, etc.

Blockchain — a distributed ledger with growing lists of records (blocks)
that are securely linked together via cryptographic hashes.

Metal-oxide-semiconductor — CAD| CAM solutions for the Mould and
Die industries.

Rules of thumb — an informed piece of practical advice.

Apps — mobile apps, web applications software designed to run on
smartphones and other mobile devices.
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VISI — a graphical user interface-based operating environment program
by Visicorp’s for IBM PC.

VLSI — very large-scale integrated circuit by combining millions or bil-
lions MOS transistors onto a single chip.

Exercises:

1. Give Russian equivalents to the following words and phrases:

A. To put forward; to envision; to speculate about; to lay the theoret-
ical foundations for; to have an impact on; techno-visionary; to capture
the essence; a landmark paper; to search through backtracking; heuris-
tics search; commonsense reasoning; to subsume; economic bubble; set-
back; to make social impacts; back-propagation algorithms; to pave the
way; assemble information; reasoning problems; plug-and-play controls;
high-latency links.

B. To adopt chatbot support; to pass a permission; at the legislative
level; to select the best shots; one-size-fits-all approach; swindlers; to
protect investments and assets; to enhance threat detection; fraud de-
tection; to be customized to the needs; to become ubiquitous; to pepper
popular movies; plug-and-play control; tethered robots; high-latency
satellite; banking apps; follow-ups; augmented reality; road freight;
mitigate; takeaway; Al blockchain; to be embedded with; digital
twins.

2. Translate the extracts from the texts into Russian:

1. In the 20th century, with the appearance of digital computers the
study of mathematical logic provided the essential breakthrough and
made artificial intelligence seem plausible.

2. In 1948 American mathematician Norbert Wiener in his book “Cy-
bernetics” became concerned with the common factors of control and
communication in living organisms, automatic machines, and organi-
zations. The book laid the theoretical foundations for servomechanisms
and had a substantial impact on public thought in years ahead.

3. Basing on the works of George Bool and German logician Ludwig
Frege philosophers Bertrand Russell and Alfred Whitehead presented
a formal treatment of the mathematical deductions in their masterpiece
“Principia Mathematica” (1913).

4. Inspired by Russell, German scientist David Hilbert challenged
mathematicians to answer the fundamental question: “Can all of mathe-
matical reasoning be formalized?”
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5. A significant role in the idea of creating an artificial electronic brain
belongs to British techno-visionary Alan Turing whose computation the-
ory showed that any computation form could be described digitally.

6. There were some successful programs and new directions in the
1950s and 1960s. To achieve the goal, they proceeded step-by-step to-
wards it as if searching through backtracking whenever they reached
the dead end. In the paradigm called “reasoning as search” researchers
would reduce the search space by using heuristics or “rules of thumb”,
eliminating those paths that were unlikely to lead to a solution.

7. The business community’s fascination with Al rose and fell in the
1980s in the classic pattern of an economic bubble.

8. With the creation of intelligent agents Al reached some incredible
landmarks in the 1990s and the 21st century. Over the few decades, sev-
eral computer systems have been built that can diagnose diseases, plan
the synthesis of complex organic chemical compounds, solve differen-
tial equations in symbolic form, analyze electronic circuits, understand
limited amounts of human speech and natural language text, or write
computer programs to meet formal specifications.

9. Professionals in industries and business would do well to moni-
tor future computer vision trends. Artificial intelligence, the internet of
things, digital twins, robotics and additive manufacturing (AM) are pav-
ing the way to new solutions for designing, producing and supplying
products and services.

10. Recent Al developments in deep learning have made it accessi-
ble than ever to deploy image analysis tools. The innovations have been
quickly expanding the role of robotics and making remarkable impacts
on humanity’s collective advancement.

11. Firms like Olis Robotics have been driving innovation through
the use of plug-and-play controls fitted with Al-powered software. They
can use robotics to service satellites using highlatency links, operate un-
manned underwater vehicles on ocean floors.

12. Recently, new Al agents developed by Open Al were able to learn
to use tools in an experiment based on multi-gent competition.

13. Machine learning has proven useful in fraud detection efforts. It
can rapidly and accurately identify corporate policy violations and dupli-
cate expenses.

14. The precision or personalized medicine approach allow medical
doctors to predict more accurately which treatment and prevention strat-
egies will be effective for which groups of people. It contrasts with the
one-size-fits-all approach, in which disease treatment and prevention
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strategies are developed for the average people, with less consideration
for the differences between individuals.

15. There are also many violations with credit cards and insurance
papers. Cybersecurity improves incident detection, identifies risks, and
maintains optimal situational control. Banking apps across the globe now
offer new Al chatbot support.

16. The majority of modern scientific specialists in artificial intelli-
gence state that the humanity so far has no grounds to apprehend Al
technology and despite the important advances Al systems are still far
from being comparable to human intelligence.

3. Give English equivalents to the following words and phrases:

BrinBurarh; pasMBIILUIATE 0; IPEICTABIATE ce0e KapTHHY; 3aJ0KUTh
TEOPETUIECKUE OCHOBBI; OKA3aTh BIUSHHE Ha; TEXHO-TPOBHICI YIIO-
BUTHh CYTbh; SKOHOMHYECKHIA ITy3bIpb; HEyJa4a; OKa3bIBaTh OOIIECTBEH-
HOE€ BO3JIeCTBUE; POJIOKUTD IyTh; Ha 3aKOHOATEIbHOM YPOBHE; Mac-
TaOUPyEeMblif; 3alIMTUTh UHBECTUIIMU U aKTHBBI; OOHAPY)KEHUE yrpo3
Y MOILIEHHMYECTBAa; HECOBITOUHAS MEYTa; BBIABHHYTH CEPbE3HbIE MPO-
6nembl; IMpOBBIE TBOWHUKH; MOIICHHUKH, CTOJIIEI (OTIOPHI).

4. Answer the following questions:
1. Would you call the main figures in the history of AI?
2. What is the difference between Intelligence and AI?
3. What are the most important events in the Al history from your
point of view?
4. What is Al technique? Which machine learning technique will you
choose as an appropriate one for your problems and theme?
. What is the difference between strong Al and weak AI?
. What are the major benefits of Al technology?
. How are Al systems integrated into human daily lives?
. What do you think of the Al role in education?
. How do Al technologies contribute to medicine? What are the most
remarkable and favorable Al achievements in health care?
10. How does Al help in FinTech and banking?
11. Will you give examples of bot programs, please?
12. Have you read any science fiction books or stories about robots?
13. Have you seen any Hollywood movies devoted to robots?
14. Why do some specialists bring up ethical problems around AI?
What do you think of “friendly AI””?
15. Is Al friend or enemy of cybersecurity?
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16. Do you agree with Ray Kurzweil prediction about Al future?
17. How far is Al from reaching human-level intelligence?

5. Translate from Russian into English:

Hepcnekmugbl paszeumusl UCKYCCmMEEHHO020 UHmelieKkma

«UYto ObUTO OBI, eciii OBl BaM yXKe YIaIoCh JOCTHYb CBOCH 1enn?»
DTOT BONPOC B 00JaCTH MCKYCCTBEHHOTO WHTEIUIEKTa MOXKET BBI3BATh
y uccienopareneit M1 Gomnpinoe 3amemarenbcTBo. VICKyCCTBEHHBIN UH-
TEJUICKT AEMOHCTPUPYET 3aMedarelIbHbIe JTOCTIKCHHS, TaK, O 4eM XKe
0ECIOKOUTHCS?

HHTeIeKTyaIbHbIE KOMITBIOTEPBI, O€3yCJIOBHO, SBISIOTCS Oolee
MOIIHBIMH, HO OyJET JIU 3Ta MOIIb MCIIOJIb30BAaThCS BO O1aro Wid BO
3110? Te, KTO MOCBSILAIOT CBOIO KU3Hb pa3pab0TKaM B 00JIACTH UCKYC-
CTBCHHOI'O MHTCJIJICKTA, OTBETCTBCHHBI 3a TO, lITO6]>I BJIMSAHUEC UX pa-
00THI ObLJIO BO Onaro. Kaxkercs, BOJTHE BEPOATHBIM, YTO KPYyITHOMAC-
IJ.[Ta6HLII>i ycnnex B CO3JaHUN HCKYCCTBECHHOT'O MHTCJ/IJICKTA IMOBJIUACT
Ha CyIIeCTBOBaHHE OOJBIIMHCTBA MPEACTABUTEIEH poJla YeTI0BeUECKO-
T0. JIOCTI/I)KeHI/IC B UCKYCCTBCHHOM HHTCIIJICKTC OKAXCT BJIWAHUC Ha
MTOBCEAHECBHYIO )KHU3Hb BCEX CIIOEB HACEJICHHs BO BceM Mupe. Bronne
MOXXHO MPENICTABUTh ce0e, YTO NEHCTBUTEIBHO MOJIE3HBIC TIEPCOHAb-
HBIE aCCHCTEHTHI JUIsl O(hrca WK JIoMa OKaXKyT OOJIBIIOE MOJIOKUTETb-
HOE BO3JICHCTBHE Ha TOBBINICHHE KAuyeCTBa IMOBCCAHEBHOW >KHU3HH.
N3MmeHHTCs caM XapakTep Hamied paOOThl M pa3BicUeHUM, TaKKe, KakK
W HAIlIW NPEICTaBICHIU 00 MHTEIUICKTe, CO3HAHUU U Oyaylien cynpbe
YeIOBEUCCTBA.

OnHaKo, TEXHOIOTUYECKUAE BO3MOXKHOCTH, OTKPBIBAIOIINECS HA ITOM
YpOBHE, MOTYT 6]>ITL TAaKKC MPUMCHCEHBI JIsI CO3JaHHUs aBTOHOMHOTO
OpYKUs, IMOABJICHHUE KOTOPOTO MHOIME CHUTAIOT HEKEIATCIIbHBIM. Ha
9TOM YpPOBHE CHUCTEMBI UCKYCCTBEHHOTO MHTEIIEKTa MOTYT CO3/1aTh 00-
Jiee HEMOCPEJCTBEHHYI0 Yrpo3y CaMOONpeieeHHIo, cBoOoIe U Taxe
BBDKHBaHUIO Jitojied. [1o 3TUM npuvHHAaM Helb3sl pacCMaTpUBaTh HCCIie-
JIOBaHUS B 00JIACTH UCKYCCTBEHHOTO HHTEJIJICKTA B OTPBIBE OT UX ATHYEC-
CKHX MOCJICACTBHH.

Kakum Mb1 BuauM Oymymiee? ABTOPbI HAyYHO-(AHTACTHUECKHX PO-
MaHOB YaIle MyOJUKYIOT MECCHMUCTHUYECKHE, & HE ONTHMHCTHYECKHE
CIICHAPUH TPSIYIIETO, MO-BUANMOMY, TOTOMY YTO 3TO MO3BOJISIET COYH-
HATH OOJIee YBIEKATEIBHBIC CIKETHL. XOTsI CO3J]aeTCsl BIICUATIICHHE, YTO
MCKYCCTBEHHBII HHTEIJICKT IOKA PA3BUBACTCS 10 TAKOMY K€ IPUHIIUILY,
KaK M JPyTrUe PEBONIOIUOHHBIC TEXHOJOTHH, OTPHUIIATESIBHBIC MOCIIEI-
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CTBUSI, BHEAPEHHS KOTOPHIX MEPEBEIIMBAIOTCSA TMOJOKHUTEIBLHBIMU Pe-
3yJBTaTaMH.

Jaxxe mepBbIe yCIeXH B 00JaCTH UCKYCCTBEHHOTO MHTEJICKTA MTOBITHU-
SUTH Ha TO, KaK OCYIIECTBISIETCS pa3paboTKa MpOorpaMMHOTO obecmede-
Husi. braromapsi HCKYCCTBEHHOMY HHTEIUIEKTY YAAlIOCh CO3/1aTh MPHH-
[UIHAATBEHO HOBBIC TPHIOKEHHS, TaKHE KaK CUCTEMBI PaCIIO3HABAHUSI
peur, HHTEIJICKTYaIbHBIC CHCTEMbI HAPYXKHOTO HAOIONCHHS, POOOTHI 1
MAIIIMHBI TOUCKA.

3a CBOIO KOPOTKYIO HCTOPHIO MCKYCCTBEHHBIH HWHTEUICKT MOOHIICS
CYIIIECTBEHHOTO MPOrpecca, HO MoCeHee YTBEPIKISHHE U3 dcce AjlaHa
Teropunra Computing Machinery and Intelligence tipomoimkaer ocra-
BaTbCsl HEOCIIOPMMBIM M B HAIllK JHH. MBI CITOCOOHBI 3aINIIHYTh BIIEPE]
JIMIIL HA OY€Hb KOPOTKOE PACCTOSHHE, HO BCE PABHO MOXKEM YBHIETD,
KaK MHOTO €Ille TPEACTONUT C/IeaTh.

(C. Paccen, Il. Hopgue «Hckyccmeeniviil unmesiexm.
Cospementulii nooxoo». uarexmuka. 2022)

Hcmopuﬂ paseumusl UCKyCCmeeHHo20 uhmeijileknma 6 Poccuu

«OdunmansHas HCTOPUS NUCKYCCTBEHHOTO HHTEIUIeKTa B Poccnu Ha-
yamnach B ssuBape 2019 rona, xoraa mpe3uneHT crpansl Baagnvup [Tytun
JTaJT TIOpyYeHHE TIPaBUTENBCTBY pa3padboTaTh MOAXOIB! K HAIIMOHAIEHON
CTpaTeruu pa3BUTUA UCKyccTBeHHOro uHtesuiekra (M) u npencraButh
COOTBETCTBYIOLLIME NpeasiokeHusd. B cepeanHe OKTAOpS Npe3uJeHT
[lytuH moamucan yka3, KOTOPBIM YTBEpIWJ CTpaTeruto pazputus MU
B ctpane 10 2030 rona. CoracHo JokyMeHTy, Poccus HOmKHA 3aHATD
OJIHY M3 BeAyIIMX MO3MLUN B MHpE B 3TOU cepe, Tak Kak JIuaep B 00-
nactu U cTaHeT, o MHEHUIO pOCCUIICKOTO MPE3UIEHTA, «BIACTEITNHOM
MHUDPa».

3arpartsl pa3BUTHIX cTpaH, ocodenHo CIIA, Kuras, a Takxe EBpocoro-
3a, Ha TEXHOJIOTUH UCKYCCTBEHHOTO MHTEIUICKTA PACTYT yAapHBIMU TEM-
namu. Mexay TeMm, BIUIOTH JI0 TIOCJIEHEr0 BpeMeHu Poccust ocraBanach
ellBa JM HE IOCIeAHEeH M3 KPYMHBIX CTpaH, He MMCEIOMNX COOCTBEHHOM
ctparerun pazButust TexHonornid UN. Cutyanust Hadaga MEHSTHCS JIUIIHh
B kon1e 2019 rona, xorja Oputa yTBep)aeHa «HammoHansHas crtparerus
Pa3BUTHST KICKYCCTBEHHOTO MHTEIUIEKTa Ha Tiepuof 10 2030 rogay.

HanuonanbHast ctparerust onpenenser ABe KII4YeBble TOUKHU Pa3BU-
tus U B Poccun — 2024 u 2030 rogsl. [Ipennonaraercs, 4To K nepBoi
JlaTe CTpaHa 3HAYUTENIBHO YIY4IIUT HO3ULIUH B 3ToH cdepe, a k 2030 roxy
JUKBUIUPYET OTCTaBaHHE OT Pa3BUTHIX CTPaH U J0ObETCS MUPOBOTO JIU-
JIepcTBa B OTAEIBHBIX HANpaBICHUSX, CBA3aHHBIX ¢ M. BHenpsaTh Tex-
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Hojiorun MU poccuiickue BIacTH IUTaHUPYIOT B TOM YHUCIIE Yepe3 Tocy-
JapCTBEHHbIE HAIMOHAJbHbIE MpoekThl. K mpuoputeram passutus MU
B Poccum otHOCHTCS:

— YcKkopeHue TEXHOJOTUYECKOTO pazButusi PO 3a cueT yBenmmueHUs
KOJIMYECTBA OPTaHU3alUN, OCYIIECTBISIONINX TEXHOIOTUIECKUE UHHO-
Banuu, 10 50% OT ux oO0IIero Yncia;

— ObecneyeHne YCKOPEHHOTO BHEAPEHUS IH(PPOBBIX TEXHOJIOTHH B
SKOHOMUKY H COLMATBHYIO Cepy;

— Coznanne B 0a30BBIX OTPACIIAX SKOHOMHUKH, MPEXkIe BCEro B 00-
pabaThIBaroIIei MPOMBIIUICHHOCTH U arpONPOMBIIIICHHOM KOMILIEKCE,
BBICOKOIIPOU3BOAUTEIFHOTO  OKCIIOPTHO-OPHEHTHPOBAHHOTO CEKTOPa,
Pa3BUBAIOMICTOCS Ha OCHOBE COBPEMEHHBIX TEXHOJIOTHH U 00eCIIeueH-
HOTO BBICOKOKBATU(UIIIPOBAHHBIMU KaJJPaMH.

Crparerus Takxe 00O3HauaeT psl 3aAad, KOTOpble HEOOXOIUMO pe-
IIUTH JJIs yCIEHOro pa3BuTus texHonoruit UM B Poccun, B uncne ko-
TOPBIX:

— Co3nanue BBICOKOTIPOU3BOIUTENBHBIX paOOUUX MECT;

— ObecnieueHNe KOHKYPEHTOCIIOCOOHBIX YCIIOBHH Tpyna AJs CIierua-
nctoB B cdepe UU;

— [IpuBnedyenne cnennannucToB U3-3a pyoexa;

— INomneprkka AKCIIOPTa MPOAYKTOB U YCIIYT, CO3IaHHBIX C MCITOIH30-
Banuem MU,

— CozgaHue CTAMYIIOB [T Pa3BUTHS KOPIIOPATUBHOM HAYKH U HCCIIe-
JIOBaHMI;

— ®opMupoBaHUE KOMIDICKCHON CHCTEMBI O€30MIaCHOCTH TIPH CO3/1a-
HUH, pa3BUTHH, BHEAPCHUH U UCIIOIB30BaHNUH TexHonoruii UN.

Mexny TeM UCKYyCCTBEHHBIH MHTEIJUIEKT YK€ ceiiuac MCTOIb3yeTcs
B Poccun npu pemennn cambIx pasHbeix 3amad. Hanpumep, Coepbank
MPUMEHSET €ro MPH BbIJIadue KPEIUTOB, SHIEKC — B pa3BUTHH OECIH-
JIOTHOTO TPAHCHOPTa W B TOJIOCOBOM IIOMOINHUKE «Ammca», Mail.
r'u — B KOMMYyHHKanusx, Pocrex — B cepe mpousBonctea, a MBIl —
MIPU pacro3HaBaHWU JIMIL JUIS oOecriedyeHus: 0€30MacHOCTH Ha YIUIaX
MockBBI.

WU Bce gamie WCHONB3YeTCs] B MPOU3BOACTBCHHBIX CHCTEMaX IMpea-
MIPUSTAN ¥ OCHOBHBIX OM3Hec-mporeccax. Oxuaaercs, uto k 2024 roxy
B pa3paboTKy TexHonorui u npoueccoB MU Oynyt BHeapsth 75% npen-
npustui, a 86% npeanpustuit nepeiiayt va MM k 2025 roxgy. Cyzns no
onbiTy Huawei, ocHoBaHHOMY Ha Oonee ueM 600 mpoekTax, UCIOIb30Ba-
Hue M B mpOM3BOJACTBEHHBIX CHCTEMaX MPUHECET MPOMBIIUICHHUKAM
OTPOMHYIO TIOJIB3Y.
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Huawei npumensier UM ko BceM CBOMM OCHOBHBIM OH3HEC-IIpOLEC-
cam. MU npumensics 6osee ueM B 200 crieHapusixX, TaKUX KaK MPOJaXKH,
HUOKP, npon3BoACTBO, MOCTaBKa U A0CTaBKa, U co3nan comee 10 000
IUQPOBBIX cOTpyAHUKOB At Huawei.

B IlI»apwksHE ObUTO pa3pabOTaHO pemIeHue Al CUCTEMAaTHUECKOTO
YIPaBICHUS JOPOKHBIM ABMXECHHEM Ha 0a3ze MCKYCCTBEHHOTO HHTEII-
JIeKTa, OCHOBAaHHOE Ha 00paTHOM CBA3U B PEXHMME PEaIbHOTO BPEMEHU
0 JIOPOKHBIX YCIOBHSX M Ha OIBITE SKCIIEPTOB. 3arpy>KCHHOCTH JIOPOT
YMEHBIIMIACH Ha 8%, a CpemHss CKOPOCTh TPAHCIIOPTHEIX CPENICTB yBE-
IuiIack Ha 6,21%.

HU taxke ONTUMH3HPYET MPOIECCH U CIIOCOOCTBYET MHHOBAIIUSIM.
Hampumep, 6aromapst cuiaeprun Mexxay ooiaakoM, SG, HCKYCCTBEHHBIM
HHTEJUICKTOM U TepU(pEePHUHBIMI BBIYUCICHUSMH OCCIHIOTHEIC JIeTa-
TeJIbHbIE amlaparThl MOTYT MHTEIIEKTYaJIbHO MPOBEPATH IEKTPOCETH,
LIaXThl, HOPTHI U Apyrue 00beKThl HHPPACTPYKTYPbI, KOTOPBIE SBISIOTCA
KU3HEHHO BaXXHBIMH JJIS TOPO/A, YTO MPUBOAUT K 80-KpaTHOMY MOBBI-
HIEHUIO 3((EKTUBHOCTH UX PAOOTHI.

(Bacuauii Aeanos, sedywuii Meneoxicep no cmpame2uieckomy
MapremuHey, 0enapmamenim cmpameuiecko2o MapKemunaa
6 pecuone Egpazust)

Tennennnu U B Poccnm:

PasButre o0mauyHbIX TEXHOJIOTHI 1 OonbIuX AaHHBIX (Big Data), ko-
TOPBIE SABJISIFOTCSI OCHOBOM TSI pabOTHI COBPEMEHHBIX aroputMoB VI,

[Ipumenenue MU B pa3iauyHbIX 0Tpacisx IKOHOMHUKH, TAKUX KakK MPo-
MBILUIEHHOCTD, 3IPaBOOXpaHeHHe, (UHAHCHI, TPAHCIIOPT U CEIBCKOE XO-
35TCTBO.

Pa3Butre poOOTOTEXHUKN U OECHHIOTHBIX TPAHCIOPTHBIX CPENCTB,
OCHAILIEHHBIX cuctemMamu V.

Co3aHre OTEUECTBEHHBIX aHAJIOTOB 3apyOeKHBIX TexHomoruit UU,
TaKMX KaK TOJOCOBBIC TOMOIIHHMKH, CHCTEMBbI MAIIMHHOTO IEpPeBOjaa
1 pEKOMEH/IaTeIIbHBIE CHCTEMBI.

OOyuenue cnenuanicToB B ooiactu M u coznanne oOpazoBareib-
HBIX IPOTPaMM II0 UCKYCCTBEHHOMY WHTEIUIEKTY B By3aX CTpPaHEI.

CoTpyIHAYECTBO C MEXIYHAPOIHBIMA TAPTHEPAMH U YIaCTHE B TIIO-
0aJbHBIX HCCIIEIOBATEIBCKHUX MpoeKTax mo V.

B nenom, somonmss MU B Poccum xapakrepusyeTcsl akTUBHBIM pas-
BUTHEM U CTPEMJICHWEM K MHHOBaUUsAM. B Oynyiem oxupaercst najib-
Heillllee pa3BUTHE TEXHOJIOTHHA UCKYCCTBEHHOTO MHTEJIEKTA U UX MPH-
MEHEHHE B PAa3IMYHBIX chepax KU3HU 0OIIEeCTBa.
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6. Summarize the texts and develop the following subjects and ex-
press your own opinion. Here are some statements for support:

1. Al is all around us, all the time.

2. How has Al changed our life?

3. What is your opinion how Al can change the future life?

7. Develop the following ideas in writing an essay (120-150 words):
1. The development of cloud technologies and big Data, which are the
basis for the operation of modern Al algorithms.
2. Creation of domestic analogues of foreign Al technologies, such as
voice assistants, machine translation systems and recommendation sys-
tems.



Unit 2

Al and Culture
Words and phrases
Ubiquity — MMOBCEMECTHOCTD
Reconceptualization =~ — mepeocMbIciieHre
Reflexive approach ~ — peduekcuBHBII MOIX0/, CAMOIIO3HAHHE
Assumptions — JOMyIICHUS
Scarce — neuruTHBINH
Disperse — pacceuBarb
Integrity — LICJTOCTHOCTh
Entertainment industry — uHAycTpus pa3BicueHHHA
Mastering process — MIPOLECC OCBOCHUS
Screenwriting — HalMCaHHE CLIEHApPUEB
To portray characters — n300pakaTh epcoHaxeit
Labour market — PBIHOK Tpyna
Mimic — [OJpaXxarhb
Sustainable materials — ycToifunBBEIC MaTepHaIbI
Legal frameworks — mpaBoBas 6a3za

The increasing ubiquity of artificial intelligence and machine learning
raises a broad range of questions for the future of technology and art, and
for the transformations that have taken place in the nature of being and
technology. In the field of artistic practice and exhibition, this has been
increasingly engaged by a critically reflexive approach, seeking to ques-
tion ideas around agency, autonomy, technology, identity, and the nature
of creativity and meaning with newly emergent forms of networked prac-
tice.

Collaborations between artists, curators, technology and exhibition
contexts are variously interrelated, and these frame different ontological
questions on the nature of the work of art, the nature of consciousness,
identity and technology, and the reconceptualization of creativity.

A lot of ideas and assumptions are being expressed today by scientists
from various fields of knowledge regarding the future of the digital age
that humanity has entered. And the conceptual challenge of interdisci-
plinary is becoming more and more obvious, due to the need to study a
new phenomenon — digital culture, which is going through a difficult
period of its formation.
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On the one hand, there is a unique opportunity to comprehend the
emerging phenomenon, when complex research is still scarce and inter-
disciplinary interpretations of digital culture are practically absent.

On the other hand, the current stage of studying digital culture is as-
sociated with huge risks: either to describe the phenomenon in a strictly
rational discourse of natural science knowledge, including a technical
module, or to “disperse” the object between well-known socio-humani-
tarian disciplines (philosophy, sociology, cultural studies, anthropology,
economics, etc.) abandoning the principles of interdisciplinary thinking,
focused on understanding its integrity and complexity.

New cultural practices of an informational and communicative nature
are being formed, creating qualitatively changed characteristics for a de-
veloping society in digital networks, where the freedom of the individu-
al, his cultural self-identification and the possibilities of self-realization
in virtual environments are understood in a different way.

A new style of communication is being born, highlighting its features
such as independence, emotional and intellectual openness, orientation
towards innovation; the emergence of a new type of nonlinear, person-
ality-centered cognition of the “world map”; the construction of funda-
mentally new intellectual opportunities and new structures of “smart cit-
ies”; the creation of an Internet space new ways of forming identity and
individuality, leading to an increase in self-esteem and self-worth; the
formation of new political and economic values: high tolerance, global
orientation, social and civic responsibility, etc.

Based on the fact that digital culture is capable of cardinally influ-
encing the meanings and values of human existence, changing the re-
lationship between specialized and everyday levels of society’s culture,
making significant adjustments to the image and lifestyle, its study goes
beyond purely theoretical research. Moreover, applied aspects, due to the
lack of knowledge of the object itself, actualize the search for a subject
suggested to us by the installation of generally recognized concepts —
inter-civilizational dialogue, sustainable development, focused on the co-
ordination of multi-vector trends in culture, technology, and economics.

A number of researchers associate the phenomenon of digital culture
with traditional objects of culture and art, represented by means of infor-
mation and communication technologies, including the concepts of elec-
tronic libraries, virtual museums, multimedia reconstructions of monu-
ments, a semantic network on the Internet, etc.

Others note that this is primarily a qualitatively new socio-anthro-
pological reality, which is nothing more than the instrumental use of
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technical capabilities: a fundamentally different digital sphere of human
sociocultural activity or, in other words, the cultural reality of the digi-
tal space, overgrown with new forms of communicative influence on a
person.

The Internet as a global culture-transforming phenomenon represents
new values, which indicates a paradigm shift in social communications.
A special space is being formed to create an over-saturated information
field that surrounds modern man almost everywhere. In the era of elec-
tronic transformations, people receive various types of cultural infor-
mation as a new resource for activating interests and competence levels
based on a wide variety of means, including electronic ones.

Symbols generated by the age of electronic communications trans-
form the consciousness of a person in one way or another. Electronic
objects surround us everywhere and make us completely dependent. En-
gagement in communication increases significantly now an employee
feels like a “part of the corporate body” around the clock. Using a mobile
phone often causes mixing of many actions and changing masks, when,
for example, mobile phone owners are in touch, they simultaneously stay
in two places — the physical place they occupy and in the virtual conver-
sation space (dialog space).

Experts see the need for the development of education for the transi-
tion to digital culture, especially in the field of management. Nationwide,
there is already a shortage of digital specialists, and therefore there is an
increasing need to create a nationwide matrix educational environment
where universities (both public and corporate) should become an exper-
imental gaming platform for various forms of education using advanced
technologies and taking into account the specifics of digital culture.

Artificial intelligence can also be used in various areas of culture, such
as music, film and theatre, as well as cultural heritage. This section ex-
amines the areas of application of Al and the associated legal issues.

Al and Art

Neural style transfer and Deep Dream technologies allow you to cre-
ate objects that in many cases do not differ from human creations. The
generation of random images in CAN technology adds spontaneity to the
creativity of artificial intelligence and allows you to take a step forward
compared to deep stylization. Of course, the gap between Al and humans
is narrowing. However, it seems that it will not be completely overcome
in the near future, since it is the person who sets up the model, selects
training examples and uses technology for creativity.
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The idea that machines can be artists, or can even replace artists, as
they have already replaced some professions, looks too bold so far.

Artificial intelligence presents extraordinary tools of work and a new
unusual experimental field for artists in the field of visual art and the
entertainment industry (game design, CGI cinema, etc.), as well as sim-
plifies and automates routine processes. However, the more automated
the process of creating works of art becomes, the higher the value of the
idea behind them increases.

Now that the issue of execution, physical realization and the availabil-
ity of the necessary technical skills disappears, new ideas are the main
driving force in the development of art. And the generation of these ideas
is the main function that artificial intelligence cannot (or cannot yet) take
away from the creator.

Al in Music

Al technologies can be used in the music industry to support compo-
sition, production, analysis and live performance.

Al systems such as “Amper Music” or “OpenAl’s MuseNet” can cre-
ate musical compositions by learning from databases of musical styles
and structures. They can also be used in music production, for example
by automating the mixing and mastering process.

The issue of copyright protection of Al-generated music is similar to
that of Al-generated art. In the EU and US, it has been ruled that protec-
tion is only granted to human authors (Directive 2019/790/EU; Naruto
v. Slater, 2018). It is unclear who should be considered the author of
Algenerated music.

Al systems could inadvertently plagiarize musical works if they show
similarities to existing pieces due to their learning processes. Developers
and musicians must ensure that they do not commit copyright infringe-
ment.

Al can also be used to analyze music tracks and create personalized
recommendations for users, such as through streaming services like Spo-
tify and their Al-based recommendation algorithms.

Live Performance and Interaction

Al can also be used in live music performances, for example through
Al-controlled instruments or interactive music installations where the
audience can interact with Al systems.

This expands the possibilities of musicians, but also presents them
with new challenges.
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Al in film and theatre Al can also be used in film and theatre, for ex-
ample in screenwriting, directing, acting and post-production. It makes it
possible to break new ground and express oneself creatively.

Screenwriting and Directing

Al can be used to write scripts or to support directors, for example
by suggesting storylines, character developments or script adaptations.
One example is the Al system “Benjamin,” which wrote the script for the
short film “Sunspring” in 2016. AI’s infiltration into the movie industry
begins at the scriptwriting stage. Tools like ScriptBook use natural lan-
guage processing to analyze scripts, predict box office success, and offer
insights into plot and character development. For instance, 20th Century
Fox employed Al to analyze the script of Logan, which helped in mak-
ing informed decisions about the movie’s plot and themes. Consider, in
pre-production, Al has also aided in casting and location scouting. Warner
Bros. partnered with Cinelytic to use Al for casting decisions, evaluating
an actor’s market value to predict a film’s financial success. For example,
let’s look at location scouting. Al algorithms can sift through thousands
of hours of footage to identify suitable filming locations, streamlining
what was once a time-consuming process.

Acting and Character Development

Al can also be used in acting training and character development, for
example by giving feedback to actors, analasing their performance or mak-
ing suggestions on how to portray characters. One example is the Al sys-
tem “LAIKA,” which helps actors adjust their voice and body language.

Future Potential of AI in Movie Studios

Looking to the future, AI’s potential in the film industry is boundless. One
emerging application is in virtual filmmaking, where Al could assist in cre-
ating realistic virtual environments, reducing the need for physical sets. This
technology could revolutionize the way movies are made, offering more
creative freedom and reduced production costs. Another area with potential
is Al-driven narrative development. Al could analyze audience preferences
and societal trends to suggest storylines and genres that are likely to resonate
with viewers. This predictive storytelling could lead to more successful films
that are closely aligned with audience interests. Al could also enhance im-
mersive experiences in movies, such as augmented reality (AR) and virtual
reality (VR). By integrating Al with these technologies, filmmakers could
create more engaging and interactive storytelling experiences.
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Al in Cultural Heritage

Al can also be used in the field of cultural heritage, for example in
the conservation and restoration of works of art, in the research and ar-
chiving of cultural-historical artefacts or in the education and transmis-
sion of cultural knowledge. We have summarized what there is to know
about this here.

Al can be used in the conservation and restoration of artworks, for
example by analyzing damage, suggesting restoration methods or recon-
structing the colours and textures of artworks. One example is the Al
system “Art Transfer,” which digitally restores damaged paintings.

Risks and Challenges of Al in Art and Culture

Although there are many benefits to integrating Al into arts and cul-
ture, there are also risks and challenges that need to be considered. These
include issues of artistic integrity and authenticity, control and surveil-
lance, and labour market and social implications.

Opportunities for Al in art and culture

Al technologies offer a multitude of opportunities in the fields of arts
and culture by promoting creativity, innovation, accessibility and effi-
ciency. This segment explores the key opportunities and the legal issues
involved.

The integration of Al into arts and culture offers enormous potential
for creativity and innovation. Through the use of Al systems, artists and
cultural practitioners can explore new avenues of creative expression and
break down traditional barriers.

Human-machine collaboration: Al can act as a creative partner to help
artists develop new ideas and realize their visions. Examples include
Al-powered painting programs that mimic human painting techniques
and allow the artists to express their ideas in innovative ways, or Al sys-
tems that assist in composing music or writing screenplays.

By using Al technologies, such as Generative Adversarial Networks
(GANSs) and Deep Learning, artists can create entirely new forms of art-
work that were previously impossible. One example is the well-known
Al-generated painting “Portrait of Edmond Belamy”, which was auc-
tioned at Christie’s in 2018 for 432,500 US dollars.

Al is enabling the emergence of new art forms and creative experi-
ments by integrating technologies such as virtual reality, augmented re-
ality and interactive media. These can help create immersive and partic-
ipatory experiences for audiences that push previous artistic boundaries.
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In the context of Al-generated works, the issue of intellectual property
rights is relevant. In some cases, courts have ruled that Al systems have
no intellectual property rights. One example is US copyright law, which
generally does not recognize works created by an Al without human in-
volvement.

The use of Al in arts and culture can help increase access to creative
content and promote greater diversity in artistic expression. Al can ben-
efit both creators and audiences by enabling new ways of interaction and
engagement.

Al technologies can help make arts and culture accessible to a wider
audience by breaking down barriers that prevent people with disabilities
or reduced mobility from participating in cultural events.

Examples include Al-powered translation tools that make cultural
content accessible in different languages, or Al applications that help
visually or hearing-impaired people better experience works of art or
performances.

Al can help promote cultural diversity by enabling artists and cultural
practitioners from different backgrounds to express their voices and per-
spectives. For example, Al systems can be used to identify and address
patterns of discrimination or inequality in the art world, creating a more
inclusive and representative cultural environment.

However, there is also a risk that Al may unintentionally reinforce
discriminatory patterns or prejudices if it has been trained on biased data
and prohibit discrimination and require equal treatment of all people,
regardless of their background.

There have also been some court rulings in recent years in relation
to access and diversity in arts and culture. One example is the Knight
First Amendment Institute v. Trump case in the US, which addressed the
question of whether the use of Al-powered social media bots in political
communication can be considered protected expression.

The use of Al in arts and culture can help increase the efficiency of
creative processes and contribute to sustainability in the sector. Al sys-
tems can help arts and culture practitioners make better use of resources
and develop innovative solutions to environmental and social challenges.
Al can help optimize workflows in the arts and culture sector and enable
time and cost savings. Examples include Al-powered art exhibition man-
agement tools that facilitate event planning and execution, or Al systems
that help analyze and market cultural content.

Al can help promote more sustainable practices in the arts and culture
sector, for example by optimizing energy consumption at events and ex-
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hibitions or making the transport and storage of artworks more efficient.
Al can also be used to research and promote sustainable materials and
techniques in art production.

However, Al systems used in creative processes can also cause errors
that lead to damage or loss. This raises questions about liability, particu-
larly in relation to whether the artist, the Al developer or the operator of
an Al system can be held responsible for such damage. In many coun-
tries, liability regimes for Al systems are not yet clearly defined and there
is a need for legal frameworks.

The use of Al to promote sustainability in the arts and culture sector
should also be in line with national and international environmental laws
and policies. Examples include the Environmental Code in Germany or
the European Environmental Strategy, each of which aims to promote
environmental protection and sustainable development.

Although there are many benefits to integrating Al into arts and cul-
ture, there are also risks and challenges that need to be considered. These
include issues of artistic integrity and authenticity, control and surveil-
lance, and labour market and social implications.

The use of Al in arts and culture can lead to creativity and innovation,
increase access to cultural content, promote diversity and contribute to
efficiency and sustainability in the sector.

At the same time, Al-generated artworks and Al-assisted creations
raise questions about artistic integrity and authenticity, while the use
of Al to monitor creative processes or censor artworks raises concerns
about control and surveillance.

Furthermore, the impact of Al on the labour market and social con-
ditions in the arts and culture sector may lead to job losses and social
inequalities.

In conclusion, the use of Al in culture and art is an incredibly prom-
ising area that can make a significant contribution to the development of
these areas. Al can help automate processes, make them more efficient
and accurate, and create new opportunities for creative work and interac-
tion between creators and viewers.

However, it must be remembered that art and culture are spheres that
have their own unique character and traditions, and the participation of
the human factor remains extremely important. Therefore, it is important
to find a balance between using Al and preserving art and culture in their
original form.
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Exercises:

1. Give Russian equivalents to the following words and expressions:

The increasing ubiquity, increasingly engaged by, variously interrelat-
ed, the nature of consciousness, assumptions, to comprehend the emerg-
ing phenomenon, highlighting its features, significant adjustments to the
image and lifestyle, goes beyond purely theoretical research, engagement
in communication, the associated legal issues, copyright infringement,
enabling the emergence, promote sustainable materials.

2. Translate the sentences into Russian:

1. The increasing ubiquity of artificial intelligence and machine learn-
ing raises a broad range of questions for the future of technology and art,
and for the transformations that have taken place in the nature of being
and technology.

2. A lot of ideas and assumptions are being expressed today by scien-
tists from various fields of knowledge regarding the future of the digital
age that humanity has entered.

3. A new style of communication is being born, highlighting its fea-
tures such as independence, emotional and intellectual openness, orien-
tation towards innovation.

4. Al technologies offer a multitude of opportunities in the fields of
arts and culture by promoting creativity, innovation, accessibility and ef-
ficiency. This segment explores the key opportunities and the legal issues
involved.

5. Al can help promote more sustainable practices in the arts and cul-
ture sector, for example by optimizing energy consumption at events and
exhibitions or making the transport and storage of artworks more effi-
cient.

6. The use of Al in arts and culture can lead to creativity and innova-
tion, increase access to cultural content, promote diversity and contribute
to efficiency and sustainability in the sector.

7. At the same time, Al-generated artworks and Al-assisted creations
raise questions about artistic integrity and authenticity, while the use
of Al to monitor creative processes or censor artworks raises concerns
about control and surveillance.

3. Give English equivalents to the following expressions and phrases:
VHCTpYMEHTBI YIIpaBIEHUS XYJO)KECTBCHHBIMH BBICTAaBKAaMH Ha
0a3e MCKyCCTBCHHOTO MHTEJUIEKTa, B COOTBETCTBHU C HAIIMOHAIBHBIMH
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U MEXyHapOAHBIMH IIPUPOJOOXPAHHBIMU 3aKOHAMU U IOIUTUKOM, Hc-
MIOJIb30BAHUE UCKYCCTBEHHOTO MHTEIUIEKTA AJIs COAECUCTBUS YyCTONYNBO-
My Pa3BUTHUIO B CEKTOPE UCKYCCTBA U KYyNbTYpBl, TOBBIMIAIOT 3((EeKTUB-
HOCTh TBOPUECKUX ITPOLECCOB U CIIOCOOCTBYIOT yCTOHYHMBOMY pPa3BHU-
TUIO CEKTOpa, IIPUMEPAMU MOTYT CIYXUTb UHCTPYMEHTBl YIIPABICHUS
XyA0’KECTBEHHBIMH BBICTAaBKaMH Ha 0a3e MCKYCCTBEHHOTO MHTEIJICKTA,
KOTOpbIC OOJIETYAIOT IIAHWPOBAHUE W MPOBEACHUE MEPONPHUATHH, MIH
CHUCTEMBI MCKYCCTBEHHOTO MHTEJUIEKTA, KOTOPbIE IIOMOIal0T aHAaJIU3U-
pOBaTh U MpOAaBaTh KyJAbTYpHBIH KOHTEHT, UCKYCCTBEHHbIH MHTEIJIEKT
CIIOCOOCTBYET MOSIBICHHIO HOBEIX (POPM HCKYCCTBAa M TBOPUSCKUX IKC-
MEPUMEHTOB, UHTEIPUPYs TaKUe TEXHOJOTHH, KaK BUPTyallbHas peajb-
HOCTb, JONOJHEHHAs pPealbHOCTh U UHTEPAKTUBHbIE MEAMA.

4. Answer the following questions:

1. What are collaborations between artists, curators, technology and
exhibition contexts?

2. How is digital culture capable of cardinally influencing the mean-
ings and values of human existence?

3. What kind of new style of communication is being born?

4. What electronic objects surround us everywhere?

5. How Al could help to preserve the cultural heritage?

6. What are examples that include Al-powered translation tools that
make cultural content accessible in different languages?

7. What can the use of Al in arts and culture lead to?

8. How can Al be used to research and promote sustainable materials
and techniques in art production?

9. What are main risks and challenges of Al in art and culture?

5. Decide whether the statements are true or false:

1. A new style of communication is being born, highlighting its fea-
tures such as independence, emotional and intellectual openness.

2. Digital culture is capable of slightly influencing the meanings and
values of human existence.

3. Al systems such as “Amper Music” or “OpenAl’s MuseNet” are
not able to create musical compositions by learning from databases of
musical styles and structures.

4. Al systems used in creative processes can also cause errors that lead
to damage or loss.

5. Al-generated artworks and Al-assisted creations raise questions
about artistic integrity and authenticity.
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6. Although there are many benefits to integrating Al into arts and
culture, there are also risks and challenges that need to be considered.

6. Translate from Russian into English:

1. B nocnenuue roasi WCKyCCTBEHHBIN nHTEIUIeKT (Al) Hamen npume-
HEHHE BO MHOTHX OTpacIisiX, BKJIIOUas KyJIbTypy UM MCKyccTBO. Mcmonb-
3oBaHue Al B 3TOH cdepe MO3BOISIET CO3/1aBaTh HOBBIC YIWBUTEIBHBIC
TIPOM3BEICHUS M JIENIACT HCKYCCTBO OoJiee TOCTYIHBIM M MHTCPAKTHB-
HBIM JUTS ITyOJIHKH.

2.0auH U3 caMbIX SPKUX NPUMEPOB NpumeHenus Al B KysibType —
CO3/1aHUE UCKYCCTBEHHBIX MHTEIIEKTYyalbHBIX XyJOKHHUKOB. Takue Xy-
JOKHHUKH MOT'YT CO3/1aBaTh YHUKaJIbHbIE IPOU3BEICHUS, UCTIONb3Ysl HEll-
POHHBIE CETH, TeHEPATUBHBIE aJITOPUTMBI U IpyTrue TeXHOIoruu Al.

3.Kak waiitu Gananc Mexay ucnonb3oBanueM MU s TBopuecTsa
Y COXpaHEHHEM YeJIOBEUECKON YHUKAIBHOCTH B UCKYCCTBE U KYNbType?
Kaxk co3nats cpeny, rae mudpoBu3aiys AOMOIHIET YeIOBEYECKUE CIO-
COOHOCTH, a He 3aMeHseT aofeii? OTBEThl Ha ATU BOIPOCH! UCKAIH B
XO0JI€ IUCKYCCHU.

4. My3eu 1 rajieped He OTCTalOT OT TPEHIOB U CTAPAIOTCS TI0-CBOEMY
alalITUPOBATHCS K HOBOM peanbHOCTH: 3a MOCIEIHHE [Tapy JIET Mbl YBU-
JIeJIi BUPTYaJIbHYIO METaBbICTaBKy B Opmutaxke, VR-kBecT Ha Kynuko-
BOM TIOJIe U Jaxke 3oojormdeckuii My3eit MI'Y o063aBerncss uppoBbIM
JIBOMHHUKOM.

5.TIpoexr 1o oumdposke «Boobpaxkaemoro myses» Muxanna Ille-
MSIKMHA — €lIe OJMH 00pa3el] MpUMEHEeHHs HU(PPOBBIX TEXHOIOTHH 1
ApPXUBUPOBAHMA U CUCTEMAaTH3allMU B MCKYCCTBE. XyIOXKHUK Oonee 60
JIeT 3aHUMAaJICsl COOPOM, CPABHEHUEM M aHAJIM30M PENPOAYKLUH IPOH3-
BeIeHUH M300pa3UTEIbHOTO UCKYCCTBA, KOTOPBIE OH 3aTeM Kiaccupu-
LUPOBAJI 10 aBTOPCKOU METOUKE.

6. laxe B TaKkol ToHuainIel paboTe, KaK PECTaBpalUs MPEIMETOB
WCKYCCTBa, Hamuioch Mecto HerpoceTsM. UM 3awactyio mosBomsier
caenaTh paboTy MacTepOB IO BOCCTAHOBJICHHUIO KapTHUH 0oJiee TOYHOM.
Hanpumep, TexHosnorus mno3Bosige€T 3apaHee ONpenessTh BO3MOXKHBIE
mpoOIeMBl ¢ KapTUHOM: pacmo3HaeT MajelIne TPEIIWHBI, OTCIOCHUE
KpacKd ¥ N3MEHEHHE I[BETOBOTO OajaHca.

7. Benen 3a yrryOneHHeM WHTerpaniu cdepsl uckycersa u MU MHO-
THUX JItoIeH BOJHYET BOIIPOC O TOM, He 3aMeHUT Ju U Tpya u neHHOCTh
YyesloBeKa B HEKOTOPBIX 00JacTsX, Kak, HapuMep, B clyyae ¢ IMOsBJe-
HueM B Hacrtosiee Bpems MU-xuBonucu u ChatGPT. Akanemuueckoe
c0001IecTBO Takke HacTopokeHHO oTHocuTca Kk ChatGPT ¢ momenra
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ero mosieeHus. MHorue Oojiee KOHCEPBATUBHBIC YUYEOHbBIE 3aBEICHUS
YK€ 3ampeTUIN €ro HWCIOJIb30BaHUE, Hampumep, bpayHOBCkWiA YHU-
BepcUTET, BUCKOHCHHCKNI yHMBeEpcUTET B MbanucoHe U YHUBEPCHUTET
Toponto B Kanage. OnHako cyuiecTByeT HeMano Y4eOHBIX 3aBEIEHUH,
KOTOpBIC PEIIMIIN MPUCIIOCOOUTHCA K U3MEHEHUSM M OTKPBITO MOJACP-
JKHBaroT ucmnonb3oBanue ChatGPT.

7. Summarize the text and express your own opinion. Here are some
statements for support:

1. The synthesis of art and artificial intelligence is a progressive trend,
but the application of artificial intelligence technologies also faces nu-
merous new challenges and contradictions.

2. It is important to improve the new art education system and stimu-
late the popularity and application of artificial intelligence technologies.

8. Develop the following ideas in writing an essay (120-150 words):

1. The development of artificial intelligence technology should not be
considered as a way to replace humans, but as a way to synergistically
develop artificial intelligence technology and humans so that it can be-
come an assistant for the development of creative potential.

2. In the field of art education, Al can be used as an assistant and men-
tor, helping students to acquire knowledge and skills in the field of art
faster, as well as providing students with more individualized and diverse
study areas that help them discover their potential talents faster.
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AI and Cybersecurity
Words and phrases:
To leverage — 3¢ dexTHBHO NCTIONIB30BATH
To resolve — TBEPIO PELIUTh
Baselines — OCHOBHBIE JAHHBIE
To spur — TOATANKHUBATh, TOJCTPEKATH
Fertile — IUTOZIOPOHBIN, TIIOTOBUTHIN
Staggering — MOpaXkaluil BOOOpaKeHne
Mitigant — CMATYAIONIMH, YMEHBIIAIOIHHA
Ransomware — IporpaMMa-BEIMOTaTeh
The odds — HIaHCHI
A zero-day attack =~ — araka HyneBoro JHs
Triage — COpTHUPOBKa, OTOOP
Holistic — MI00ATbHBIN, BCECTOPOHHHMA
A stakeholder — aKIIMOHEeP, BOBJICYCHHAs CTOPOHA
Ared team — YCJIOBHBII IPOTUBHUK
To red team — TECTUTh Ha yrpo3y U3BHE
A stance — TIO3UIHSL, TIOJIOXKECHUE
Viable — peallbHBIN, )KU3HECITOCOOHBIH
Dissemination — paccpenoToueHue
Fatigue — yCTaJoCTh
w.r.t. (with respect to) — OTHOCHTEIBHO
To perpetuate — YBEKOBEYHUTh, COXPAaHUTh HaBCETa
To scrutinize — BHHMATEJBHO, TIATEIFHO H3y4aTh
Differentiators — OTJIMYUTEbHBIE 0COOCHHOCTH
Discrepancy — HECOOTBETCTBHE, PACXOXK/ICHIE
Surveillance — CJICKKa, HAOIIIOICHHE
Containment — KapaHTUH, OTPaHUYHBAHHUC
To rife with cameras — HamoJIHUTH KaMepaMu
A cutting edge — MepeHMI Kpai, iepeioBoil pyoexk

We are living in a world where artificial intelligence is becoming in-
creasingly integrated into various aspects of our lives. Al has the poten-
tial to revolutionize many industries, transform the way we work and
live, and bring about significant advancements in technology.
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Artificial intelligence can and likely will boost security efficiency,
though vulnerabilities may also escalate with increasing use of Al. Thus,
we need to break down the two primary ways in which these priorities
are coming together: leveraging Al to enhance security (Al for security),
and applying security to defend Al (Security for Al).

Al for security is an application of Al models (both discriminative and
generative) to augment human cybersecurity skills and to identify and
resolve security threats and vulnerabilities faster and more accurately.
Security for Al involves measures and tools organizations may adopt to
protect their Al models from malicious agents aiming to exploit potential
security vulnerabilities.

Al for Security

For years, machine learning has played a role in security efforts such
as malware recognition and differentiation. The application of machine
learning to identify activity baselines and anomalies has spurred the rise
of user and entity behavior analytics, which can often provide early rec-
ognition of malicious activity based on variations from observed norms
in the behavior of people as well as technology assets.

Supervised machine learning has often been used to refine approaches
to security analytics previously characterized by rule-based event recog-
nition. Unsupervised machine learning approaches, meanwhile, provide
greater autonomy to security data analysis.

The emergence of generative Al has introduced further opportuni-
ties to apply Al to security priorities. Security operations (SecOps) is a
particularly fertile ground for innovation. Since attackers seek to evade
detection, security analysts must correlate evidence of suspicious activ-
ity across a staggering volume of inputs. They must quickly prioritize
identifiable threats in this data for response, since these attacks can have
an impact within minutes. Security analytics and SecOps tools are pur-
pose-built to enable security teams to detect and respond to threats with
greater agility, and Al should help in this. Early applications of generative
Al show promise for spending less time on data collection, correlation
and triage, and focusing instead where they can be most effective. Gen-
erative Al can also be useful in finding and presenting relevant insights
to less experienced analysts, helping them build expertise as they grow in
the field, thus augmenting their productivity, rather than replacing them.

Applications of Al and other technological growth areas for the se-
curity industry will likely require developments in critical areas of risk
management and control for all organizations using them. Namely, use of
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Al in security applications could strengthen companies’ cyber prepared-
ness, as it allows advancement in mitigant techniques against threat ac-
tors, rapid analysis of vulnerabilities, an ability to simulate various sce-
narios involving threat actors, data integrity, security and utilization, and
other applications. However, this amplifies, not replaces, the need and
demand for robust risk management schemes. The absence of robust risk
management may result in companies facing limitations in their ability
to proactively identify, assess, and mitigate risks effectively. Therefore,
entities may be ill-prepared to address the dynamic landscape of cyber-
security, even with the use of Al (and other technologies) for security.

The Pros of AI

Enhanced threat detection

Machine learning is by far the most popular field in AI. ML involves
the development of algorithms and statistical models that allow comput-
er systems to learn from experience and improve and make predictions
without requiring human intervention.

If an employee mistakenly clicks on a phishing email, he can trigger
a malicious download onto his system that allows threat actors to move
across the victim environment and operate in stealth. For example, they
might be searching for compromised passwords or open protocols to ex-
ploit and deploy ransomware, allowing them to seize critical systems as
leverage against the business.

The Al will notice that the behavior of the user who clicked on that
email is now out of the ordinary. Thus, Al will analyze and contextualize
this behavior, whereas a static security feature (e.g., someone’s creden-
tials) couldn’t.

Also, Al techniques such as machine learning and behavioral analysis
can help in identifying and mitigating malware attacks. By analyzing file
characteristics, network traffic and user behavior, Al can detect previous-
ly unseen malware and zero-day attacks.

Improved Incident Response

Al can assist in automating incident response processes, allowing for
faster and more efficient mitigation of cyber threats. Al algorithms can
analyze and prioritize alerts, investigate security incidents, and suggest
appropriate response actions to security teams.

Thus, market-leading IBM Security QRadar Suite can accelerate re-
sponse time with modernized security operations. It provides a unified
analyst experience, leverages an open platform to connect with your ex-
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isting data and security tools, and uses Al and ML for triage, enrichment
and correlation including recommended responses, which can help bring
investigation time from hours or days to minutes, as well as reduce risks.

Al-enabled authentication

Al can enhance authentication systems by analyzing user behavior
patterns and biometric data to detect anomalies or potential unauthorized
access attempts. This can strengthen security by providing additional lay-
ers of authentication and reducing reliance on traditional password-based
systems.

Still, to maximize the benefits of Al in cybersecurity while mitigating
potential risks, it is crucial to adopt a holistic approach that combines
Al-powered solutions with human expertise, rigorous testing, continu-
ous monitoring and collaboration across stakeholders to ensure robust
security measures.

Al also has significant implications for cybersecurity, both in terms of
enhancing cybersecurity defenses and creating new challenges and risks.
When examining this technology, it’s important to consider not only the
pros, but also cons.

Security for AI

The other major aspect of the security-Al intersection is the mitigation
of security exposures related to the implementation and application of
Al These include security vulnerabilities that may be incorporated in the
body of both open-source and proprietary software on which Al is built,
the exposure of AI/ML functionality to misuse or abuse, and the potential
for adversaries to leverage Al to define and refine new types of exploits.

This area has already begun to affect the cybersecurity products and ser-
vice markets, from startups to major vendors and systems integrators, the
most prominent recent examples are: the Generative Red Team Challenge
hosted by the Al Village at DEF CON (August, 2023), which, according
to organizers, was the largest “red teaming” exercise held so far for any
group of Al models including a significant presence at the 2023 RSA Con-
ference’s Innovation Sandbox and the Black Hat Startup Spotlight.

Existing approaches that have demonstrated value are getting an uplift
in this new arena. MITRE Corp., for example, spearheaded an approach
to threat characterization with its Adversarial Tactics, Techniques, and
Common Knowledge (ATT&CK) knowledge base, which describes
threat attributes in ways consumable by detection and response technol-
ogies to improve performance and foster automation.
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Techniques that have been used more broadly to secure the software
supply chain are also being applied to Al by those specializing in this
domain.

The aim of these initiatives is not only to help increase assurance for
those adopting Al but to help make Al safer by taking more of an active
stance in defending innovative technology and providing foundations for
proper digital governance, auditability and controls for security, privacy,
safety, and other risks. Many of these issues are in their infancy, and an
increase in viable use cases will inevitably yield standards, norms, and
regulation to help enable the balance of safety and security, as well as
innovation and progress.

Such standards, norms, and regulation will then need to be used in
the form of updated governance and risk management strategies across
organizations if they are to succeed in an increasingly digital future.

Successful companies will need to maintain effective governance
for Al and other technological developments, including the establish-
ment of policies and procedures for Al usage, oversight from boards of
directors, and a proactive approach to assess and mitigate risks. Fur-
thermore, governance should include regular audits, transparency in
Al decision-making, and mechanisms for adapting to changing threat
landscapes, ensuring responsible and secure Al integration across the
organization.

Security is a broad concept and its meaning can change depending on
who you are speaking to. From state security to private enterprise and
even the individual, security will continue to be a chief concern as loT
connected devices become increasingly ubiquitous.

However, it’s not just the dissemination of private data that we have
to worry about. Physical security still remains pivotal for the protec-
tion of confidential data, software equipment, facilities, and company
assets.

Whether it is through advanced heuristics, machine learning or data
analysis, artificial intelligence can offer solutions that are a less labor-in-
tensive solution in comparison to the traditional method and can help
smaller companies achieve a level of operational efficiency that is tradi-
tionally reserved for large corporations.

The Cons of AI

Even though artificial intelligence brings numerous benefits and ad-
vancements in various fields, like any technology, it also poses cyberse-
curity risks that need to be addressed.
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Adversarial attacks

Cyber-attackers are becoming increasingly sophisticated in their meth-
ods, leveraging adversarial attacks to deceive Al systems. An adversarial
attack involves adding a tiny bit of calculated noise to your input, which
causes your neural network to misbehave. Adversarial attacks are inputs
that trigger the model to output something undesired.

Moreover, Al-powered systems in cybersecurity are prone to generat-
ing false positives — mistakenly identifying harmless activities as mali-
cious threats. False positives can lead to alert fatigue and divert valuable
resources toward investigating nonexistent threats, potentially causing
disruptions in business operations.

A financial institution deploying an Al-based fraud detection system
may face challenges in fine-tuning the model to reduce false positives
without compromising. Prompt injection specifically targets language
models by carefully crafting inputs (prompts) that include hidden com-
mands or subtle suggestions. These can mislead the model into generat-
ing responses that are out of context, biased, or otherwise different from
what a straightforward interpretation of the prompt would suggest.

Attacks on image classifiers have been historically more popular giv-
en their widespread applications. One of the popular attacks is the Fast
Gradient Sign Method (FGSM). Gradient-based attacks are white-box
attacks (you need the model weights, architecture, etc.), which rely on
gradient signals to work. Gradients are how you determine which direc-
tion to nudge your weights to reduce the loss value. However, instead
of calculating gradient w.r.t weights, you calculate it w.r.t pixels of the
image and use it to maximize the loss value.

Al-enabled botnets

Al can be used to create intelligent botnets capable of coordinating at-
tacks, evading detection and adapting to changing circumstances. These
botnets can launch distributed denial-of service (DDoS) attacks, perform
credential stuffing or execute large-scale attacks against targeted sys-
tems.

Data poisoning

Al algorithms rely heavily on large volumes of high-quality data to
train and improve their accuracy. But an attacker can inject malicious or
manipulated data into the training set, which can impact the performance
and behavior of the Al system. This could lead to biased or inaccurate
results, making the system vulnerable or unreliable.
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Backdoor attacks are a special kind of data poisoning attack where you
provide data which will make the model behave in a certain way when it
sees a certain (hidden) feature. The hard thing about backdoor attacks is
that the ML model will work perfectly fine in all other scenarios until it
sees the backdoor pixel/feature. For example, in face recognition systems,
the training data could be primed in a way to detect a certain pattern which
can then be used to misclassify a burglar as a security guard or employee.

Privacy concerns and breaches

Al systems often rely on large amounts of data to train and operate
effectively. This raises privacy concerns, as the collection and process-
ing of sensitive information can expose individuals or organizations to
privacy breaches. Also, the models used in Al systems can be valuable
intellectual property. If an attacker gains unauthorized access to these
models, it can lead to intellectual property theft, unauthorized use or
even malicious manipulation of the models.

Ensuring proper data governance and implementing privacy-preserv-
ing Al techniques are crucial in maintaining a balance between security
and privacy.

Misuse of Al technology

Al can be misused for malicious purposes, such as automating cyber-
attacks or creating sophisticated phishing scams. Attackers can leverage
Al to launch more targeted and efficient attacks, making it harder for
traditional security measures to detect and mitigate them.

Lack of explainability

Some Al algorithms, such as deep learning neural networks, can be
highly complex and difficult to interpret. This lack of explainability can
make it challenging to understand how Al systems arrive at their deci-
sions, which can hinder the ability to detect and respond to potential
security threats effectively.

Al bias and ethics

Al systems are trained based on historical data, which can contain
biases or reflect societal prejudices. If these biases are not adequately
addressed, Al systems can perpetuate discrimination or unfair practices,
leading to social and ethical concerns.

Enterprises must ensure that their systems adhere to legal require-
ments and ethical standards, such as privacy regulations and fairness
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in decision-making. A healthcare organization, for example, employing
these algorithms to analyze patient data for anomaly detection must nav-
igate the complexities of data privacy laws and maintain strict patient
confidentiality.

Lack of skilled workforce

The adoption of Al in cybersecurity requires a skilled workforce ca-
pable of developing, implementing and managing Al systems. Organi-
zations desperately need cybersecurity professionals who understand Al
technologies and can address the associated risks and challenges effec-
tively.

As a rule, system owners and senior leaders understand threats to se-
cure Al and their mitigations. Your data scientists and developers main-
tain this awareness of relevant security threats and failure modes and
help risk owners to make informed decisions. The users should be pro-
vided with guidance on the unique security risks facing Al systems (for
example, as part of standard InfoSec training) and train developers in
secure coding techniques and secure and responsible Al practices.

Team members can also be provided with SAMM’s (Software Assur-
ance Maturity Model) self-assessment technique that helps teams learn
software security best practices.

Unemployment

One significant concern is that Al and automation may lead to wide-
spread job displacement and unemployment. As Al technology advanc-
es, there is a possibility that various roles and tasks currently performed
by humans could be automated, potentially leaving many people unem-
ployed or facing job insecurity.

To mitigate these risks, organizations and researchers need to con-
tinue to actively work on developing Al technologies with built-in se-
curity measures, such as robust authentication, encryption and anomaly
detection. It’s important to remember that while Al can greatly assist in
cybersecurity, it is not a complete solution. Human expertise, collabora-
tion and continuous adaptation to evolving threats will remain essential
components of effective cybersecurity strategies.

Secure AI System Development

Robust cybersecurity measures are essential for protecting Al systems
from being maliciously manipulated to ensure the integrity and reliabil-
ity of their operations.
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Recently, the UK’s National Cybersecurity Centre (NCSC) together
with the US’s Cybersecurity and Infrastructure Security Agency (CISA)
have developed guidelines for secure Al development,

These guidelines are crucial for ensuring that Al systems function as
intended, are available when needed, and do not reveal sensitive data
to unauthorized parties. They emphasize the importance of developing,
deploying and operating Al systems in a secure and responsible manner,
considering the novel security vulnerabilities unique to Al

The guidelines are structured around four key areas within the Al sys-
tem development life cycle: secure design, secure development, secure
deployment, and secure operation and maintenance. Each section of the
guidelines offers detailed advice and best practices for providers of Al
systems, whether the systems are created from scratch or built upon exist-
ing tools and services. The guidelines are intended for a broad audience,
including data scientists, developers, managers, decision-makers and risk
owners, urging all stakeholders to read and apply these guidelines.

1. Secure design: The guidelines emphasize the importance of incor-
porating security at the earliest stages of Al development. This includes
assessing potential risks and vulnerabilities specific to Al technologies.
It advocates for designing Al systems that are resilient to attacks and can
maintain data integrity.

2. Secure development: In the development phase, the focus is on
implementing robust coding practices and safeguarding the Al supply
chain. This involves scrutinizing source codes, managing dependencies
and ensuring that development tools are secure. The guidelines encour-
age regular security audits and stress the need for transparency in Al
algorithms.

3. Secure deployment: Deployment of Al systems must be done with
utmost care, ensuring that the deployment environment is secure. The
guidelines recommend rigorous testing procedures, including penetra-
tion testing and vulnerability scanning, to identify and address potential
security issues before widespread deployment.

4. Secure operation and maintenance: Once Al systems are opera-
tional, continuous monitoring and maintenance become crucial. The
guidelines suggest regular updates and patch management to mitigate
emerging threats. They also recommend the implementation of incident
response plans to handle any security breaches effectively.

In general, the guidelines advocate a ‘secure by default’ approach,
closely aligned with established cybersecurity practices. The principles
prioritized include taking ownership of security outcomes for customers,
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embracing radical transparency and accountability, and building organi-
zational structures that prioritize security.

Here are Some Things Powered by Al in Security:

1. Underside vehicle bomb detection

UVeye, an Israeli startup has developed an artificial intelligence and
machine learning product that helps security personnel detect threats by
scanning the underside of passing vehicles.

The system uses strategically angled high-resolution cameras to create
a 3D image of anomalies, such as improvised explosive devices, illegal
weapons, drugs, and other suspicious material. UVeye claims that the
technology will work even when the vehicle is moving up to 28 mph,
meaning that the technology can detect objects that would otherwise es-
cape the human eye.

This is where the artificial intelligence and machine learning comes
in. The system has access to mountains of supplied data, ensuring that
it can track the characteristics of the passing vehicle with manufacturer
supplied data, and compare it with the data retrieved from the passing
vehicle in real time. It can detect differentiators, such as part placement
and even weight discrepancies. In addition, the system utilizes audio to
listen for anything out of the ordinary.

According to UVeye, the technology takes up to three seconds to de-
termine if a material is unlawful. Ultimately, this technology is applica-
ble to a wide array of security roles and can change the way vehicle secu-
rity is approached. This technology is applicable outside of government
buildings, port facilities, border crossings, airports, power plants, tourist
hotspots and other critical infrastructure that might be an ideal target for
an attack.

2. Infectious disease detection

Al-based technology making great strides into the medical sector and
companies is developing Al-based tools that can rapidly track, analyze
and diagnose infectious diseases before they spread.

In September 2018, scientists from the National Environment Agency
in Singapore created an algorithm to forecast dengue outbreaks, a mos-
quito-borne virus that affects over 400 million individuals.

In addition, Silicon Valley-based medical startup, AIME, has also de-
veloped an Al-based platform that is capable of predicting the exact geo-
location data of infectious disease outbreaks like dengue or Zika up to
three months in advance.
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The system predicts outbreaks by analyzing a combination of public
health data, the weather, wind speed, proximity to bodies of water, and
historical outbreak data. Essentially, it factors any variable that might
affect the date, location, and severity of an infectious disease outbreak.
This would be a particularly time-consuming effort for humans, in a sit-
uation where time is not available.

In addition to predictive countermeasures, Al-based technologies can
help with decisionmaking through modeling. Traditionally, surveillance
data of the outbreak is collected and public health officials consult with
experts and stakeholders to design a containment and treatment program.
However, this isn’t always ideal as rapid decision-making is difficult to
achieve with so many stakeholders involved.

Ultimately, artificial intelligence is far more capable at pattern recog-
nition and digesting mountains of data for the most optimal health out-
come — and like other industries — data in healthcare is only becoming
larger, with the growth of electronic health records, as well as digital
unstructured data in the form of photos, genomic information, and health
professional notes.

3. Home security

Artificial intelligence is revolutionizing home security as the technol-
ogy can solve one of the biggest issues faced by traditional home security
solutions; human error and false alarms. One solution, Lighthouse Al,
uses artificial intelligence to alert you of humans, pets and other things
that would be of interest while you’re away from home.

Using the Lighthouse app on a mobile device, the technology in-
forms you of certain events, from a pet walking across your living room,
or even a home intruder. The camera needs to be taught which people
should be recognized as people who live in the house in order for it to
function properly. Still, home security cameras have become incredibly
powerful with the addition of artificial intelligence.

4. Threat screening for large events

Evolve Technology is an Al-based system that enables threat screen-
ing on a huge scale. The technology utilizes artificial intelligence and fa-
cial recognition software to analyze live footage of approaching visitors
to determine if they are approved persons, such as regular visitors, VIPs,
employees and other persons who should be granted entry.

If a visitor is highlighted as a non-permissible person of interest, their
profile will be sent to security officers and a human expert can review
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and verify the data. The technology claims to allow at least one person to
be allowed entry per second. This particular technology is not designed
to completely eliminate the human element of threat analysis and can be
best utilized at locations such as airports, sporting events and schools. If
utilized successfully, this would effectively put an end to long lines and
bottlenecks.

5. Crime prevention cameras

Artificial intelligence and machine learning are adding a layer of
proactive trouble detection to CCTV cameras. With the addition of
artificial intelligence, CCTV cameras are now able to spot potential
shoplifters and alert shopkeepers to suspicious behavior. One solu-
tion called “Al Guardman” developed by a Japanese company can
scan live video streams to form estimations of “suspicious” behavior.
Through artificial intelligence and machine learning, the system tracks
the posture and movement of shoppers, and analyses it to match the
posture and movement of confirmed shoplifters derived from previous
data.

6. Military reconnaissance

The military potential for artificial intelligence is huge. There is a nat-
ural convergence between the two areas, with military hardware rife with
cameras, sensors, communication networks, and data that would bene-
fit from artificial intelligence. The capacity for humans to deal with the
sheer volume of data on the modern battlefield is becoming a roadblock,
affecting decision-making and the ability for information to flow down
to where it is needed the most.

The technology enables unmanned vehicles to progressively learn
about the world around them. Effectively, this gives military units out in
the field the ability to explore potentially life-threatening locations, such
as building interiors, tunnels, and caves, with a substantially reduced risk
to human personnel.

In practice, the drone can be commanded to survey a target environ-
ment, and the machine learning technology onboard the drone will help
it navigate without any human participation.

This is just the beginning. Decades into the future, as the technolo-
gy matures, many defense experts have stated artificial intelligence will
take a more active role on the battlefield both in the air and land domain.
Future warfare may consist of Al-driven armored vehicle formations on
land, and Al-driven pilotless aircraft in the sky.
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7. Border control lie detector

Scientists from Manchester Metropolitan are working on a cut-
ting-edge lie detector that can determine if a person is lying about who
they are and why they are traveling.

Virtual border guard uses artificial intelligence to tell if a person is
lying or telling the truth through imperceptible signs, such as facial mi-
cro-gestures.

In practice, travelers are interviewed by an avatar border guard which
asks a series of questions about their reason for travel, how they are trav-
eling and more. The system takes the data and creates a psychological
profile for the travelers and assigns a score based on their truthfulness.
The system also utilizes machine learning, ensuring that it learns new
methods of deception, ensuring that critical data to the project as each
person uses the system.

8. Offshore Oil & gas threat detection

Artificial intelligence-based solutions have also breached the oil and
gas sector, a sector that has only fairly recently brought into the bene-
fits of IoT connected devices and increased connectivity to the outside
world. Indeed, Artificial intelligence is revolutionizing how offshore
oil & gas workers maintain the security of offshore oil and gas platforms.
For instance, offshore oil workers can receive recommendations on how
to prevent security breaches and ensure the longevity of equipment.

In the oil and gas sector, companies offer Al-based solutions for asset
performance. With Al-based predictive asset solutions, an oil & gas or-
ganization can benefit from early warning equipment and infrastructure
failure, giving workers enough time to take measure and improve per-
formance. This will help human workers cope with the enormous task of
processing huge amounts of data and making safety-critical decisions in
real time.

In recent years, Al has emerged as required technology for augment-
ing the efforts of human information security teams. Humans can no lon-
ger scale to adequately protect the dynamic enterprise attack surface. Al
has the potential to revolutionize cybersecurity: it provides much needed
analysis and threat identification that can be acted upon by cybersecurity
professionals to reduce breach risk and improve security posture. Al can
identify and prioritize risk, instantly spot any malware on a network,
guide incident response, and detect intrusions before they start. but its
challenges must be carefully addressed to ensure accurate and beneficial

52



Al and Cybersecurity

outcomes. Overcoming the emerging challenges can allow organizations
to harness the full potential of Al in protecting their digital assets and
combating emerging cyberthreats. Al allows cybersecurity teams to form
powerful human-machine partnerships that push the boundaries of our
knowledge, enrich our lives, and drive cybersecurity in a way that seems
greater than the sum of its parts.

Notes:

SecOps — Security Operations

ML — Machine Learning

IBM Security Qradar Suite — a modernized threat detection and re-
sponse solution designed to unify the security analyst experience and
accelerate their speed across the full incident lifecycle Generative Red
Team Challenge (Las Vegas, August 29, 2023) — an ethical hackers’
competition to test Al LLM on a testing and evaluation platform built
by Scale Al

LLM — Large Language Models

Scale AI — the data platform for Al, providing training data for leading
machine learning teams

Red Teaming — a structured testing effort to find flaws and vulnerabili-
ties in an Al system

CCTV — a closed-circuit television camera is a type of surveillance cam-
era that transmits video signals to a specific set of monitors or video
recording devices, rather than broadcasting the video over public air-
waves

InfosecTraining — an online training & certification course provider

Exercises:

1. Give Russian equivalents to the following words and phrases:

Malware recognition; to identify activity baselines; to leverage Al,
to augment human cybersecurity skills; to spur the rise of...; rule-based
event recognition; a particularly fertile ground for innovation; to evade
detection; a staggering volume of inputs; to build expertise; mitigant
techniques against threat; robust risk management; to proactively identi-
fy, assess, and mitigate risks effectively; to trigger a malicious download;
to deploy ransomware; on average; the odds are in favor of the attacker;
pros and cons; the exposure of AI/ML functionality to misuse or abuse;
the largest “red teaming” exercise.
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2. Translate the extracts from the texts into Russian:

1. Artificial intelligence can and likely will boost security efficiency,
though vulnerabilities may also escalate with increasing use of Al

2. The application of machine learning to identify activity baselines
and anomalies has spurred the rise of user and entity behavior analytics.

3. Since attackers seek to evade detection, security analysts must cor-
relate evidence of suspicious activity across a staggering volume of in-
puts.

4. Early applications of generative Al show promise for spending
less time on data collection, correlation and triage, and focusing instead
where they can be most effective.

5. The use of Al in security applications could strengthen companies’
cyber preparedness, as it allows advancement in mitigant techniques
against threat actors, rapid analysis of vulnerabilities, an ability to simu-
late various scenarios involving threat actors, data integrity, security and
utilization, and other applications.

6. When you compare these numbers to the 3-to-5-person team run-
ning SOCs (Security Operation Centers) today on average, the odds are
naturally in favor of the attacker.

7. The market-leading IBM Security QRadar Suite provides a unified
analyst experience, leverages an open platform to connect with your ex-
isting data and security tools, and uses Al and ML for triage, enrichment
and correlation including recommended responses, which can help bring
investigation time from hours or days to minutes, as well as reduce risks.

8. Many of the issues are in their infancy, and an increase in viable
use cases will inevitably yield standards, norms, and regulation to help
enable the balance of safety and security, as well as innovation and prog-
ress.

9. False positives can lead to alert fatigue and divert valuable resourc-
es toward investigating nonexistent threats, potentially causing disrup-
tions in business operations.

10. Gradients are how you determine which direction to nudge your
weights to reduce the loss value. However, instead of calculating gradi-
ent w.r.t weights, you calculate it w.r.t pixels of the image and use it to
maximize the loss value.

3. Give English equivalents to the following words and phrases:
CriocoOCTBOBAaTh 3HAYUTEIHLHOMY Pa3BUTHIO YETo-IH00; IIOIOPOA-

Has T0YBAa; pearnpoBaTh Ha aTaku Oojee THOKO; yCHIMBATH(YyBEINYH-

BaTh) HEOOXOAUMOCTh; IEHCTBOBAThH CKPHITHO; KOMaH/a U3 3 WK 5 4emo-
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BEK; OI[yTUMas BBITOAA; CMSTIUTh(OCIA0UTh) MOTEHIUANBHBIE PUCKU;
¢usnueckast 6€30MaCHOCTh 3aHUMAET LIEHTPATIbHOE MECTO; TEHACHIINO3-
Hasl, HCOOBEKTUBHASI PEAKLUS; CTaTh MOBCEMECTHBIM; OBITh CKIOHHBIM
(TIpenpacoIOKEHHBIM) K. ..; H3MEHSIOMUECS 00CTOSTENbCTBA; HEBEPHO
KJIacCU(HULUPOBATH; MOABEPraTh aTakaM; OLIEHUTh MOTCHIUAIBHBIC PHU-
cky; po3padnocTs M anroputmos.

4. Answer the following questions:

1. What is the principal difference between Al for security and Secu-
rity for AI?

2. How does generative Al contribute to the development of cyberse-
curity?

3. What are the benefits the combination of Al and automation provide
today’s SOCs with?

4. How does IBM Security QRadar Suite help to improve cybersecu-
rity?

5. Are there any ways to make Al technology safer?

6. How do adversarial attacks deceive Al systems?

7. What is the mechanism of gradient-based attacks?

8. What is the hard thing about backdoor attacks?

9. What are the phases of secure Al development?

10. How do Al-based technologies help with infectious disease detec-
tion?

5. Translate from Russian into English:

Temnas cmopona MH: uckyccmeenuwlil pazym modicem
3axeamums KOHMPOLb HA0 HOOCO3HAHUEM YeNl08eKa

Hoserif 3akoH EBponeiickoro Coro3a 00 HCKyCCTBEHHOM MHTEIUICKTE
MOyKeT 1103BoaUTh MU nostyuuTs 10CTyN K HalleMy [0JICO3HAHUIO.

KOF)Ia—TO HCIIOJIB30BAHUEC JIMYHBIX JaHHBIX W3 IIOCTOB MMHIIJIMOHOB
nop3oBaresneii Facebook n mpoaBUHYTHIX aHANUTHYECKUX AaHHBIX IJIS
BIMSIHHASA Ha nonutuieckue ucxoapl B CIIA u BennkoOpuranuu kasza-
nmock (anTactukor. Ho ckanman ¢ Cambridge Analytica B 2018 romy
[OKa3aJ, YTo ITO yXKE pPeasbHOCTh. DTOT MHUMIACHT MOTYEPKHY HOBbIE
STHUYECKHUE BBI3OBBI, CBA3AHHBIE C OBICTPHIM Pa3BUTHEM TEXHOJIOTHIA
U MallMHHOTO UHTENIEKTA.

WunnuatuBa mo 3amuTe «HeHpompay, Bo3miaBiseMas DoHAOM
Neurorights, BeICTYHaeT 3a IpU3HAHUE HOBOTO HAbOpa Mep 3aILUTHI OT
TEXHUYECKOTo nporpecca. Hekoropsle U3 HUX 00CYXIAlOTCSI B KOHTEK-
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cre 3akoHa 06 MckyccTBeHHOM MHTENIeKTe, KOTOPBIi ceifuac paccMma-
TpuBaetcsa opraHamu EC. DToT 3aK0H JOKEH PEerylIupoBaTh, B TOM YHC-
e, cnoco6HocTs M BIUATH Ha HaIlle TOJCO3HAHHUE.

Wrnacu bensTpan me Openaua, AeKkaH IOPUANYECKOTO (akyabTeTa
Yausepcutera Obepra e Karamynss u aBTop KHUTH «VICKyCCTBEHHBII
UHTEJJIEKT U HEHpPOIpaBay, OMyOIMKOBAJ CTaThIO O BBI30BAX, C KOTOPHI-
MU MBI CTaJIKUBaeMcs u3-3a nporpecca MW, u onenni nocneanuii 3ako-
HonpoekT EC ¢ Touku 3peHus: HepoHayKu.

Pucxu npeoocmasnenus MU docmyna x nauwiemy nooco3HaHuio

[To ouieHkam, ToNbKO 5% NEesATeTbHOCTH YeJI0BEUECKOTO MO3ra SIBJIAET-
cs coszHarenbHOi. OcTaBimuecs 95% NpoUCXOonAT Ha MOICO3HATEIbHOM
ypoBHe. benbTpan ne Jpenua oTMedaeT, 4YTO Mbl HE KOHTPOJIUPYEM 3Ty
OTPOMHYIO HEWPOHHYIO aKTUBHOCTH H3-32 CJIIOKHOTO B3aUMOICHCTBUS
MEX]y CO3HATEIbHBIM U MOACO3HATEIIHHBIM.

OnHaKo 3TO HE 03HAUAET, UTO JIFOJEH HEeJIb3s MOACO3HATEIBHO MTOBIH-
a1b. «EcTh aBa cnocoba, kotopeiMu MM MoxeT 310 menars», — 00b-
sicHsieT OH. «IlepBbIif — cOOp JaHHBIX O YKH3HHM JIIOJICH U CO37aHUE ap-
XUTEKTYpBI PEIICHUH, BEAYIIeH K OlpeeliecHHOMY BeIOOpyY. BTopoit —
MIPUMEHEHHUE MPUIIOKEHUN WM YCTPOMCTB Ul CO3aHMs HENPEO10IH-
MBIX MMITYJIECOB ISl HAIIETO MOACO3HAHUSI, YTOOBI T€HEPUPOBATH HM-
yJIbCUBHBIE PEAKLMH HA CYOIMMUHAIBHOM YPOBHEY.

(Hescnvle) npedensi, npednoxcentvie EC

HoBblif pertaMeHT 10 HCKYCCTBEHHOMY UHTEIIIEKTY, KOTOPBIH 00Cy k-
naercst B EC, crpemurcs npeasunets Oynymue pucku M. Henenrsuit
3aKOHOIIPOEKT 3alpellacT TaKHe TEXHHUKU, TOJIBKO €CIH OHH IpeiHa-
3HAUCHBI I MAaHUITYIISAIMK WK 00MaHa, 3HAYUTEIBHO BIMSAIOT HA CIO-
COOHOCTH 4YeJOBeKa MPUHHMATh OCO3HAHHBIC PCIICHHS M MPUIMHSIOT
CEpbE3HBI Bpen.

«ITo mpennoxenuto, 3anpetr Ha MU OyneT mpuUMEHSThCS, KOTIa €CTh
CEpBE3HBIN BpeJ M YEIOBEK AeNaeT 4TO-TO, Yero MHade He clenaln Obl.
Ho 310 HepeanucTuuHbIi cTaHAapT», — TOBOpUT benbrpan ae Openua.
OH Nof4YepKUBAET, YTO MBI YK€ MOABEPracMcsl BTOPKEHUIO HA YPOBHE,
KOTOPBIi1 OBIIT HEMBICIMIM BCETr0 HECKOJBKO JIET Ha3aj, U OOIIeCTBEH-
HOCTh JIOJKHA MOJTY4UTh MaKCHUMallbHYIO 3aluuTy. Haie nogcosHanue
IPEACTaBISACT HALLY CaMYIO JIMUHYIO Cepy U AOKHO ObITh ITOTHOCTHIO
3aLUILEHO OT BHEIHETO JOCTYA.

Mosr ocraercs 3aralodHbIM OPTraHOM, U, XOTs HayKa Jies1aeT OOJIbIIHe
IIard B 3TOW 00JIACTH, MHOTOE OCTAETCS HEM3BECTHBIM O TOM, KaK €ro
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(YHKIIMOHHPOBAHHUE MOXET OBITh 3aTPOHYTO ONPEICICHHBIMHU CTHMYJIa-
Mu. «Ham Hy>KHO OCO3HaBaTh PHUCK MPEIOCTABICHUA APYTUM JIOIIM U
KOMITaHUSIM JIOCTYTIA K HallleMy BHYTPEHHEMY MHUPY Ha TaKUX TIIyOOKHX
YPOBHSIX», — 3aKJIIOYaeT OH.

6. Summarize the texts and develop the following subjects and ex-
press your own opinion:

1. Al for security vs. Security for Al

2. Pros and cons of Al-based technology application.

3. Adversarial attacks.

4. Four stages of secure Al system development.

5. Some spheres powered by artificial intelligence in security.

7. Develop the following ideas in writing an essay (120-150 words):
1. The possible threats of built-in Al
2. Relevance of Al in Information Security



Unit 4
Al and Big Data

Words and phrases

Data-driven world ~ — mup, ynpaBisieMblil JTaHHBIMU

Insightful knowledge — miry6okue mo3HaHus

Parse — aHAJU3UPOBAThH, pa3dUparh
Comprehending big data — noHnmManue GONBIINX 00HEMOB TAHHBIX
Mimic human functions — UMUTHPOBaTh (PYHKIMH YEeITOBEKA

Conventional data management techniques — TpaguLIMOHHBIE METOIbI
YIpaBICHUSA JaHHBIMU

Prevalent = — npeBanupyrouuii
Veracity — JIOCTOBEPHOCTh
Anticipating — onepexarouuii
Meld — CJIMBAaThCS
Buzzword — mMoaHOE crioBeYKO

Spurred by soaring global investment — cTUMyNHUpPyeMbIi CTPEMHUTEIIb-
HBIM POCTOM II00aIBHBIX I/IHBCCTI/IHI/Iﬁ

AI and Big Data are Driving Forces behind Industry 4.0

It’s key to understanding the roles of big data and artificial intelli-
gence in our data-driven world. Before anyone knew big data existed,
it had already taken over the globe. Big data had amassed an enormous
amount of stored information by the time the term was coined. If prop-
erly examined, it might provide insightful knowledge about the sector to
which that particular data belonged.

The task of sorting through all of that data, parsing it (turning it into
a format more easily understood by a computer), and analyzing it to en-
hance commercial decision-making processes was quickly found to be
too much for human minds to handle. Writing algorithms with artificial
intelligence would be necessary to complete the challenging task of ex-
tracting knowledge from complex data.

As businesses expand their big data and artificial intelligence capa-
bilities in the upcoming years, data professionals and individuals with a
master’s in business analytics or data analytics are anticipated to be in
high demand. The goal is to keep up with and use the volume of data that
all our computers, mobile smartphones and tablets, and internet of things
(IoT) devices are producing.

58



Al and Big Data

Understanding Big Data and Artificial Intelligence

Big data and artificial intelligence are powered by several technolog-
ical advancements that have defined the current digital environment and
Industry 4.0. These two developments aim to maximize the value of the
substantial data generated today.

Big data is the term used to describe the processing and storing of
enormous amounts of structured, semi-structured, and unstructured data
that have the potential to be organized and extracted into useful informa-
tion for businesses and organizations.

On the other hand, artificial intelligence uses a variety of algorithms
with the goal of building machines that mimic human functions (such
as learning, reasoning, and making decisions). Let’s now explore these
cutting-edge technologies.

What is Big Data?

The management of massive amounts of data from many sources is
the focus of the field of “big data.” Big data is used when the amount
of data is too great for conventional data management techniques to be
useful. Long ago, businesses began gathering enormous volumes of data
about customers, prices, transactions, and product security. However, fi-
nally, the data volume proved too great for humans to evaluate manually.
“Big data requires a new processing mode in order to have stronger
decision-making, insight, and process optimization capabilities to adapt
to massive, high growth rate and diversification of information assets.”
Gartner

This idea conveyed a very key significance. Big data is now valued
as a resource for information. We require new processing methods in
the big data era to process these information assets because the original
processing method cannot handle these data in a timely or accurate
manner.

Five V’s of Big Data

The traits of large data are used to summarize another idea. Mas-
sive data scale, rapid data flow, a variety of data types, and low-value
density were listed by McKinsey as the four characteristics of big data.
That is what we typically refer to as the big data 4V characteristic.
The definition of big data, which is the 5V features of big data that are
reasonably prevalent in the industry, was created by IBM after adding
the fifth characteristic afterward. Let’s examine each of the so-called
5V traits individually.
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Volume

The first V is the volume. That means in the big data era, a lot of data
needs to be processed. Currently, this magnitude is frequently utilized for
terabyte-scale data analytics and mining.

Variety

The second trait is referred to as multiple forms of data. Before most
of the data that we could process was structured, that is, presented in
two-dimensional tables. But in the age of big data, a wider range of
data kinds must be processed, including structured, unstructured, and
semi-structured data. Big data technology must process these data inde-
pendently or perhaps together.

Value

Low data value density is the third attribute. Although there is a huge
amount of data, not much of it is useful to us. The value density of
these data is rather low because they are drowned in the large ocean of
data. Therefore, we must filter and mine through hundreds of millions
of data, but we might only find a few dozen or a few hundred useful
data.

Velocity

Fast processing speed is the fourth quality. The process of processing
data to produce results used to take weeks, months, or even longer, but
now we need the results in a shorter amount of time, like minutes or even
seconds.

Veracity

The fifth quality is connected to the third quality. Veracity asserted
that the value of commercial value is high or more real, that is, the value
of the mined data is very high, whether or not it directly influences our
decision-making, provides us with new information or helps us improve
our processes. It is, therefore, simpler.

These 5V characteristics of big data inform us that the term “big data”
in use today includes both data and a number of processing methods. In
order to make decisions or optimize for the work, we must quickly locate
and mine the portion of data from a vast amount of data that is useful to
our work. The entire procedure is known as big data.
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Big Data Analytics

A challenging process of analyzing large amounts of data to find in-
formation that might assist businesses in making wise decisions about
their operations, such as hidden patterns, correlations, market trends, and
customer preferences, is known as big data analytics.

Organizations can analyze data sets and gain new insights using data
analytics technology and processes. Basic inquiries regarding business
performance and operations are addressed by business intelligence (BI)
queries.

Advanced analytics, which includes aspects like predictive models,
statistical algorithms, and what-if analysis powered by analytics systems,
is a subset of big data analytics.

What is Artificial Intelligence?

The creation and use of computer systems that are capable of logic,
reasoning, and decision-making are known as artificial intelligence (Al).
This self-learning technology analyzes data and produces information
more quickly than human-driven methods by using visual perception,
emotion detection, and language translation.

You probably already work with Al systems on a daily basis. Artificial
intelligence is used in the user interfaces of some of the biggest busi-
nesses in the world, including Amazon, Google, and Facebook. Personal
assistants like Siri, Alexa, and Bixby are all powered by Al, which also
enables websites to suggest goods, movies, or articles that may be of
interest to you. These focused recommendations are the outcome of arti-
ficial intelligence; they are not a coincidence.

AI and Big Data Analytics

Although gathering data has long been a crucial aspect of business,
modern digital tools have made it simpler than ever. It’s practically diffi-
cult for anyone or a company to effectively use the data they’re collecting
because data sets are growing exponentially. That’s why comprehending
big data, and artificial intelligence is vital.

Applications with Al capabilities may quickly process any data set,
whether derived from a database or gathered in real time. Al solutions
are being used by businesses to boost productivity, create personalized
experiences, support decision-making, and cut costs.

Analytics and automation are frequently enhanced with data and Al,
assisting organizations in transforming their operations.
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Analytics technologies, such as Microsoft Azure Synapse, assist or-
ganizations in anticipating or identifying trends that guide decisions re-
garding workflows, product development, and other areas. Your data will
also be arranged into readable dashboard visualizations, reports, charts,
and graphs.

Meanwhile, corporate processes can be automated when big data
and artificial intelligence solutions are created. For instance, Al can
enhance the manufacturing sector’s safety checks, predictive mainte-
nance, and inventory tracking. Any company can utilize Al to evaluate
documents, conduct document searches, and handle customer service
inquiries.

Due to how Al analyzes visual, textual, and auditory representations,
even though it hasn’t yet equaled or surpassed human intellect, tech-
nology is becoming easier to adopt and integrate into many commercial
activities

While it might seem like big data and artificial intelligence have end-
less potential, the technology has limitations. Let’s go over five areas
where Al shines:

= Al may be taught to organize data, make suggestions, and aid in
semantic search. These tools will enhance the user experience of
your digital products by providing beneficial information that sat-
isfies their needs. Additionally, since your application Al will keep
improving its skills based on historical data, you may optimize the
utility of both current and future data.

= Al can be trained to analyze, recognize, and search images using
computer vision, a class of algorithms designed to comprehend and
react to images and video. Al with vision training can store and cap-
tion documents and support [oT sensor arrays. Many sectors are us-
ing visual tracking to boost productivity and effectiveness.

» Customers demand current search engines’ accuracy and speed,
but it might be challenging to match those high standards with
your own tools. With Al, you can improve the search capabilities
of your digital tools and enable them to analyze webpages, pho-
tos, videos, and more to provide consumers with the exact results
they’re looking for.

= By turning speech to text and text to speech, Al technology is fre-
quently used to engage customers. You can simply review recorded
customer conversations with annotated transcripts for studying cus-
tomer behavior or instructing personnel. You can also create speech-
based assistants like Siri or Alexa in your applications.
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» Natural Language Processing makes it possible to converse with
our technology in entire phrases, the way people naturally converse
and receive meaningful responses (NLP). You can integrate NLP
into your applications or bots to better serve user demands or create
customer support tools that can have voice or text conversations.
These big data and artificial intelligence perks can also be used to
recognize and translate languages.

Big Data vs Artificial Intelligence

At this point, big data is unquestionably here to stay, and artificial
intelligence (AI) will continue to be in high demand. Al is meaningless
without data, yet mastering data is impossible without Al. Therefore,
data and Al are melding into a synergistic connection.

By fusing the two disciplines, we may start to recognize and forecast
future trends in business, technology, commerce, entertainment, and ev-
erything in between.

Big data is the initial, unprocessed input that must be cleaned, orga-
nized, and integrated before it can be used; Artificial intelligence is the
final, intelligent product of data processing. The two are hence funda-
mentally different.

Artificial intelligence is a type of computer that enables robots to carry
out cognitive tasks, such as acting or responding to input, in a manner
that is analogous to that of humans. Traditional computing apps also re-
spond to data, but all of these activities need hand-coding. The program
is unable to respond if a curveball of any kind, such as an unexpected
result, is thrown. As a result, big data and artificial intelligence systems
continually refine their responses and adjust their behavior to account for
new information.

A machine with Al capabilities is built to analyze and interpret data,
solve problems or deal with problems depending on those interpreta-
tions. With machine learning, the computer first learns how to behave or
respond to a certain result and then understands to act in the same way
going forward.

Big data only search for results rather than act on them. It describes
incredibly vast quantities of data as well as data that can be exceedingly
diverse. For example, structured data such as transactional data in a rela-
tional database that can be found in big data sets, and less structured or
unstructured data such as photographs, email data, sensor data, and so on.

They differ in how they are used as well. Gaining insight is the main
goal of using big data. How does Netflix come up with recommendations
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for movies and TV series based on what you watch? Because it considers
the purchasing patterns and preferences of other consumers and infers
that you would feel the same way.

Al is about making decisions and improving upon those decisions. Al
is performing jobs previously performed by humans but more quickly
and with fewer mistakes, whether it is self-tuning software, self-driving
automobiles, or analyzing medical samples. These are mainly the differ-
ences between big data and artificial intelligence technologies.

Big Data and Al are Still Indispensable Twins

Despite their stark differences, big data and artificial intelligence
nonetheless complement one another effectively. This is so because ma-
chine learning, in particular, needs data to develop its intelligence. For
example, a machine learning picture identification program studies thou-
sands of images of an airplane to determine what makes one so it can
identify them in the future.

Big data is the starting point, but in order to train the model, it must
be sufficiently structured and integrated for computers to spot useful pat-
terns in the data consistently.

Big data collects enormous volumes of data, but before anything
useful can be done with it, the wheat must be separated from the chaff.
The unwanted, redundant, and useless data that is used in AI and ML
has already been “cleaned” and deleted. So that’s the significant first
step.

Al can then prosper after that. The data required to train the learning
algorithms can be provided by big data. There are two sorts of data learn-
ing: routinely collected data and initial training, which acts as a kind of
priming of the pump. Once they have completed their initial training, Al
programs never stop learning. They keep acquiring fresh information,
and as the data evolves, they adapt their course of action accordingly.
Data is, therefore, initially and continuously required.

Pattern recognition is used in both computer paradigms, but they do so
in distinct ways. Big data analytics uses sequential analysis to discover
patterns in data that have occasionally been collected in the past, or “cold
data.”

Machine learning continuously gathers data and learns from it. Your
self-driving car continuously gathers data, learns new skills, and im-
proves operations. New data is constantly being received and used. This
indicates that big data and artificial intelligence are in a mutual relation-
ship.
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The Future of Big Data and AI

The rapid use of the Internet of Things digitizes data across the econ-
omy, making it now possible for Al systems to process or analyze it. As
aresult, Al is becoming more prevalent in various industries and compa-
nies. Some industries that utilize big data and artificial intelligence can
be found below:

Big data and Al in healthcare

According to Accenture, integrating Al into the US healthcare system
may save $150 billion annually by 2026 while also improving patient
outcomes. Big data and artificial intelligence are predicted to transform
a range of facets of healthcare, from robotic surgery, made possible by
combining diagnostic imaging and pre-op medical data, to virtual nurs-
ing assistants that assist with initial diagnosis and patient logistics.

Big Data and Artificial Intelligence in Autonomous Vehicle
Development

Autonomous vehicles (AVs), which are controlled by Al, are destined
to cause a significant disruption in the transportation sector. In order to
successfully observe the road and operate the vehicle, Al software in-
cluded in an AV computes billions of data points every second using
inputs from advanced sensors, GPS, cameras, and radar systems.

While there are still challenges before complete automation, high-end
vehicles can handle fundamental driving tasks with little to no human
involvement, thanks to big data and artificial intelligence. Additionally,
testing of automated vehicles (AVs) that, in some circumstances, may
operate autonomously in all areas of driving has begun.

Big Data and Artificial Intelligence Smart Assistant Development

Digital assistants are becoming more dynamic and practical due to
advances in voice recognition, predictive analytics, and natural language
processing. According to experts, as consumers move away from the
keyboard, voice searches will account for 50% of all Internet queries by
2023 with the development of big data and artificial intelligence tech-
nologies.

Big Data and Artificial Intelligence in Industrial Automation
Systems

Industrial automation is at the forefront of the application of big data
and artificial intelligence in the physical world, spurred by soaring global
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investment in robots that may approach $180 billion by 2020. Advance-
ments in both sectors are combining to produce machines that are smart-
er and more competent than before, with robotics serving as a machine’s
body and Al serving as a machine’s mind. Robots may now function
more freely in unstructured settings like factories or warehouses. They
can work more closely with humans on assembly lines, meaning they are
no longer limited to simple, repetitive jobs.

Conclusion

These days, two key areas of computer science are big data and arti-
ficial intelligence. Research in the areas of big data and artificial intel-
ligence hasn’t halted recently. Artificial intelligence and big data are in-
separable. First, because big data technology makes extensive use of ar-
tificial intelligence theories and techniques, it depends on Al’s progress.
Second, big data technology is essential to the advancement of artificial
intelligence because this field depends heavily on data. We still need to
learn about new technologies because big data and artificial intelligence
innovation has only just begun.

Notes:

Industry 4.0 is a so-called “Fourth Industrial Revolution” or “4IR”. It is
a buzzword and neologism describing rapid technological advance-
ment in the 21st century. The term was popularized in 2016 by Klaus
Schwab, the World Economic Forum founder and executive chair-
man, who says that the changes show a significant shift in industrial
capitalism.

Accenture plc is an Irish-American professional services company based
in Dublin, specializing in information technology (IT) services and
consulting. A Fortune Global 500 company, it reported revenues of
$64.1 billion in 2023. Accenture’s current clients include 91 of the
Fortune Global 100 and more than three-quarters of the Fortune Glob-
al 500. As of 2022, Accenture is considered the largest consulting firm
in the world by number of employees.

Azure Synapse Analytics is a data warehousing solution, business in-
telligence tool, and big data analytics platform all rolled into one.
It supports all major data governance frameworks, allowing you to
adhere to data protection standards and avoid penalties for non-com-
pliance.
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Exercises:

1. Give Russian equivalents to the following words and phrases and
explain them in your own words:

Pre-op medical data; to keep up with and use the volume of data; the
wheat must be separated from the chaff; data analytics are anticipated
to be in high demand; cutting-edge technologies; artificial intelligence
perks; curveball of any kind; priming of the pump; cold data

2. Translate the sentences into Russian paying attention to the pre-
fixes and suffixes:

1. They keep acquiring fresh information, and as the data evolves;

2. They adapt their course of action accordingly. Data is, therefore,
initially and continuously required;

3. Robots may now function more freely in unstructured settings;

4. Artificial intelligence and big data are inseparable;

5. Innovation in the fields of Big data and artificial intelligence has
only just begun;

6. Digital assistants are becoming more dynamic and practical due to
advances in voice recognition, predictive analytics, and natural language
processing;

7. Product development.

3. Give English equivalents to the following words and phrases:

[locnenoBaTrenbHBIN aHAIH3; MPOTHOCTHYECKAS aHAIUTHKA; COOPOU-
HbI€ JIMHUU; CTPEMUTENBHBIA POCT IIOOAJbHBIX WHBECTHUIIMI; HU3KAas
IJIOTHOCTh 3HaUYEHUH JaHHBIX; CTPYKTYPUPOBAaHHbIE, YACTUYHO CTPYKTY-
PHpOBaHHEIC 1 HECTPYKTYPHUPOBaHHBIE TaHHBIE; 00padaTHIBaTh 3aIIpOCH
B ciyxOy MONAepKKH KIMEHTOB; COOMpaTh COTHU MUJUIMOHOB JAHHBIX;
I/ICKyCCTBeHHI:Jﬁ HHTEIEKT U OOJIBIINE JNaHHBIC HEPA3ACJIMMbI, CAMOHAa-
CTpamBaloIIeecs: MPorpaMMHOe 0OecIedeHUEe; TOTyIeHIe CBEeXel HH-
(dhopmanuuy; aHaTUTHKA OONBIIMX JAHHBIX; MPOTHOCTUYECKUE MOJCIH;
CTaTUCTUYCCKHUEC aJITOPUTMBI.

4. Answer the following questions:

1. What discipline provides analysts with the power to make sense of
Big data?

2. Which of the following skills and knowledge do you think a quali-
fied data specialist especially needs: knowledge of statistics, knowledge
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of marketing and advertising, skills in programming, knowledge of eco-
nomics and finance, ‘soft skills’ like communication;

3. Could you please list some businesses that can benefit from Big
Data tools to improve their overall performance?

4. Which way of decision-making do you think is more effective and
why: based on human instinct, experience and experimentation or based
on Big Data tools?

5. Could you please continue the list of goals a company that wants
to be more competitive must have for its data collection and processing:
streamlining the hiring process, increasing revenue through customer in-
sights, ...?

5. Decide whether the statements are true or false:

1. Huge collections of information from different sources can’t do
much on their own, but they become extremely powerful when paired
with tools that leverage artificial intelligence;

2. Artificial intelligence is a subset of big data;

3. Big data is a subset of artificial intelligence;

4. Big data and artificial intelligence rely on one another for their full
effectiveness and functionality;

5. Thanks to the amount of data being collected, combined with im-
proved algorithms, Al has become more helpful and precise, allowing
data analysts to process even more data that can be used for business
success.

6. Translate from Russian into English:

1. AHanuTHKa OOJBIIMX JaHHBIX ¥ HCKYCCTBEHHBIA WHTEIUICKT TIPe/-
CTaBJIAIOT COO0I MOIIHYI0 KOMOWHAIIMIO HHCTPYMEHTOB U TEXHOJIOTHH,
KOTOPBIE MO3BOJISIOT OPraHM3AIMAM YIydllaTh MPOIECC MPUHSTUHS pe-
IIEHUM, CTPATETHYECKOEe IUIAHUPOBAHHWE M TOBCEIHEBHYIO IEATEIb-
HOCTb;

2. COOp maHHBIX MPEIOCTABISIET KOMMEPUYECKUM OPraHu3alMsIM HEo-
rpaHUYEHHBIE BOBMOKHOCTH JJISl POCTA U PACIIUPEHHSI PHIHKA;

3. bonbmne naHHble BIUSIOT Ha pa3suTue M B ToM cmbiciie, 4TO
s pyHknroHupoBanus MckyccTBeHHOro MHTemekTa He0OX0UMBI
JIAaHHBIC;

4. Ilpu npaBUILHOM BBOJIE JaHHBIX VcKyccTBeHHBIM WHTENNEKT
MOXET MMOMOYb aHAIIMTUKAM MAaKCHUMaJIbHO 3((EKTUBHO HCIIOJIb30BaTh
Bonbimne nannsie. B nocnennue necsTUiIETUS 3TH IBE TEXHOJIOTUU pas3-
BHBAJIKCh OOK 0 OOK, TOMOTas YJIydIiarhk APYT JpyTa;
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5. AHanuTHKa OONBIINX JAHHBIX MOXET HCIOIb30BaThCS AJISI U3BIIE-
YEeHUs TONe3HON MH(popManuu U3 HaOOPOB JaHHBIX, BBIIBICHUS 3aKO-
HOMEPHOCTEH, TEHJCHIUI U IPYTUX aHAJIUTUYECKUX JaHHBIX, KOTOpPbIE
MOTYT OBITh HCIIOJIB30BAHBI B PA3JINYHBIX KOHTEKCTaX;

6. Unnyctpus 4.0 — Ttak Has3biBacMas «YeTBepras MPOMBIILICHHAS
peBommonus» win «4IR». 3To MOIHOE CIOBO M HEOJOTU3M, OINMHUCHIBA-
oM OBICTpPBINA TEXHOIOTHYECKHHA Tporpecc B 21 Beke.

7. Summarize the text and express your own opinion. Here are some
possible statements to support:

1. The two key areas of computer science are big data and artificial
intelligence;

2. Industrial automation is at the forefront of the application of big
data and artificial intelligence in the physical world, spurred by soaring
global investment in robots;

3. Advancements in Al and Big data are combining to produce ma-
chines that are smarter and more competent than before, with robotics
serving as a machine’s body and Al serving as a machine’s mind;

4. Research in the areas of big data and artificial intelligence hasn’t
halted recently;

5. Big data technology is essential to the advancement of artificial in-
telligence because this field depends heavily on data.

8. Develop the following ideas in writing an essay (120-150 words):
1. We still need to learn about new technologies because big data and
artificial intelligence innovation has only just begun;
2. Big data technology makes extensive use of artificial intelligence
theories and techniques, it depends on Al’s progress.



Unit 5
Machine Learning

Words and phrases

Insight in — MOHUMAaHKE, TOCTHKEHUE YeT0-T100
Profitability — NMpHOBLILHOCTH

To detect fraud — JUTS BBISIBJIEHHSI MOILICHHUYECTBA
Theft — Kpaxka

Refinery — mepepaboTka

Hidden layers — CKPBITBIC CIIOH

Cumulative reward — COBOKYITHOE BO3HATpaXKICHUE
Reinforcement — YKpeIuieHue

Lack of resources — HexBaTka pecypcoB

To handle data — 0oOpabaTbIBaTh JaHHBIE

Streamlining oil distribution — onTuMu3anys/paoHanu3anus pacmipe-
JeneHus He(TH
Outperform — IPEBOCXOAUTH

Machine learning is based on the idea that system can learn from data,
identify the patterns and make decision with minimum human interven-
tion. This is the scientific study of algorithms and statistical models with
the help of which computer systems perform a specific task without using
instructions, inference and patterns. Machine learning algorithms build
mathematical model based on sample data and then make the decision.
Machine learning incorporates four steps, given below

— First, feature extraction

— Second, selection of corresponding machine learning algorithms

— Third, training and evaluation the data model’s efficiency

— Fourth, using trained model for prediction

Machine Learning and Deep Learning

Machine learning is considered as the subset of artificial intelligence.
In earlier days of Al as academic discipline, researchers were interested
in having machine learn. They attempted to solve the problem with var-
ious symbolic methods as well as connectionist approach where neural
network and pattern recognition are used. In the 1990s, machine learning
is reorganized as a separate field. It shifted focus from symbolic approach
to the methods and models of statistics and probability theory. Relation to
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data mining: Both of these employ same methods often and overlap with
each other. But machine learning focuses on prediction based on known
properties while data mining focuses on the discovery of unknown prop-
erties. Data mining uses machine learning methods, machine learning
formulated as minimization of loss function. Loss functions show the
discrepancy between prediction of model and actual problem.

Relation to statistics: It is also closely related with statistics. The
ideas of machine learning have had a relationship with statistics
from methodological principles to theoretical tools such as the
modeling paradigm.

Who’s Using Machine Learning?

As the industries grow, large volumes of data have been recognized.
For handling that data, machine learning technology is required. With
the machine learning, organizations are able to work more efficiently.
Machine learning is used in the following areas:

Financial services: In financial services, machine learning technology
is used to identify the important insight in data and to prevent fraud. The
insights help to identify investment opportunities or help investors to
know when to trade. Data mining concepts also identify high risk profiles
of clients or to pinpoint warning signs of fraud.

Health Care: This is the major area in which wearable devices and
sensors are used to assess patient’s health in real time. Machine learning
also helps medical experts to analyze the data to identify trends. This
may lead to improve diagnoses and treatment.

Government sector: Government agencies use machine learning to
mine the data for insight where agencies like public safety and utilities
have multiple sources of data. Sensor data analysis increases the effi-
ciency and save money. Machine learning can also be used for security
purpose i.e., help to detect fraud and to minimize the identity theft.

Retail sector: In retail sector, machine learning is used to analyze the
buying history of customers. Retailers rely on machine learning to cap-
ture data, analyze and use it to personalize the shopping experience. It is
also helpful to implement the marketing campaign, optimizing price, and
for customer insights.

Transportation: Machine learning is used to make routes more effi-
cient and to predict the problems to increase profitability. It can be done
after analyzing the data to identify patterns and trends. Data analysis and
modeling aspects are key factors to delivery companies and transporta-
tion organizations.
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Oil and gas: In this sector, machine learning is used to find new energy
sources and to analyze minerals in ground. It is also used to predict refin-
ery sensor failure. Streamlining oil distribution makes it more efficient
and economic.

Processes and Techniques Associated with Machine Learning:

A number of processes, techniques and methods can be applied to en-
hance the performance of machine learning and these are as follows:

Feature learning

Sparse dictionary learning

Anomaly detection

Decision tree

Association rules

Applications of Machine learning:

There are many applications of machine learning such as:

Adaptive websites

Bioinformatics

Brain-machine interface

Computer vision

Data quality

DNA sequence classification handwriting recognition

Machine learning control

User behavior analytics

Basically, machine learning methods are broadly categorized in two
categories i.e., shallow learning and deep learning. Shallow learning ba-
sically uses neural networks with single layers or SVMs (Support Vector
Machines) while deep learning uses neural network with more than one
hidden layers.

Shallow Learning

Shallow learning is broadly divided into two categories:

Supervised and Unsupervised Learning. But there are also other
methods of machine learning. Overview of popular methods is as fol-
lows:

— Supervised learning: In supervised learning, algorithm builds a
mathematical model from a set of data that contains both the input and
desired outputs.

These algorithms are trained using labeled examples i.e., input and
desired outputs are known. In this learning, algorithm receives a set of
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inputs along with corresponding correct outputs. Algorithm learns by
comparing its actual output with correct outputs to find out errors. Then,
model is modified accordingly. Classification, regression, prediction and
gradient boosting are the example of supervised learning which use pat-
tern to predict the values.

This learning is commonly used in those applications where historical
data predicts future events. Classification and regression are the tasks
that are performed by supervised learning. Some examples of supervised
machine learning are Nearest neighbor, Naive Bayes, Decision Tree, Re-
gression Tree.

— Unsupervised learning: In unsupervised learning, a mathematical
model is to be built from a set of data which contains only inputs. De-
sired output labels are not present in this type of learning. Unsupervised
learning is used against that data which doesn’t contain historical label.
Semi-supervised learning: In some cases, input may be only partially
available, or restricted to special feedback.

At that time, these algorithms are used. These are used to develop
mathematical model from incomplete training data, where a portion of
the sample input doesn’t contain labels. This learning is useful when cost
of labeling is too high to allow for fully labeled training process.

— Reinforcement learning: This is the area of learning concerned with
how software agents take actions in an environment to maximize the cu-
mulative reward. In this type of learning, a feedback is to be given in the
form of positive or negative reinforcement in a dynamic environment.
These are commonly used in autonomous vehicle or in learning to play
game against human opponent. Q-learning is an example of reinforce-
ment learning.

— Active learning: Desired outputs are accessed for a limited set of
inputs. In this learning, the inputs are based on budget, and optimize the
choice of inputs for which output will be acquired.

— Meta learning: Here, algorithms learn their own inductive bias based
on previous experiences. Some examples of meta learning are Bagging,
Boosting, Random Forest.

Deep Learning

Deep learning is a set of algorithms of machine learning which uses
multiple layers that corresponds to different level of abstraction to each
level. It consists of input layer, output layer and several hidden layers. It
is used for voice synthesis, image processing, handwriting recognition,
object detection, prediction analytics and decision making.
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Deep Learning Comparison with Conventional Machine Learning
Techniques

Deep learning is a new era of machine learning. Deep learning in-
cludes both supervised and unsupervised learning paradigm of machine
learning. Machine learning and deep learning help in providing intelli-
gence to the system that can make prediction for future using past data.
Conventional machine learning algorithms can’t learn directly from the
raw data. They need careful engineering to carefully extract features
from raw data and highly classified domain expertise, which are further
used in internal representations to identify these feature’s patterns. In
deep learning, first step of machine learning procedure is not present.
This step is automated in deep learning. Deep Learning can extract new
features automatically from raw data.

Deep learning algorithms work more accurately on large data sets as
compared to conventional machine learning algorithms. While machine
learning algorithms outperform deep learning in case of small or medium
size datasets.

Deep learning algorithms take less time to infer a problem as com-
pared to conventional machine learning algorithms. Deep learning per-
forms a high amount of matrix multiple hence it needs powerful engine
preferably GPU (Graphical Processing Units) or specially designed TPU
(Tensor Processing Units) while other conventional machine learning al-
gorithms can work on low end machines.

Deep learning algorithms are difficult to impossible to interpret. Some
of the machine learning algorithms like (logistics, decision tree) can be
interpreted easily while some (like SVM) are almost impossible to in-
terpret.

Training time for data to create the model is more in deep learning as
compared to other machine learning algorithms.

This article examined the concepts of machine learning. Machine
learning has gained a lot of attention of researchers nowadays due to its
distinct features. Firstly, the article specified the points to make a good
machine learning system. Followed by this, the usage and applications of
machine learning have been discussed in this article. However, the road
of machine learning is not as simple as it looks to be. There are some
challenges_in this area to get the expected results such as lack of suitable
data, data bias, and lack of resources, privacy problems and evaluation
problems. This paper crates a broad view for a researcher for machine
learning by categorizing it into two parts, namely: shallow learning and
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deep learning. Supervised and unsupervised machine learning concepts
are supposed to be in the category of shallow learning as these techniques
use a smaller number of hidden layers or SVMs. While deep learning is
considered as a different category, because of its deep layered architec-
ture discussed in the article.

Deep learning is a growing field in a sector of predictive analytics.
This paper provides a comparative study of conventional methods of ma-
chine learning and deep learning which helps new researchers to choose
which technique would be right to apply in a particular environment.
Such as, if one is working on small training data set then he must use
machine learning algorithms rather than deep learning while, if dataset
needed to choose the features then one must use machine learning tech-
nique because in case of deep learning this feature selection procedure is
automated and researchers do not have to bother about it.

Exercises:

1. Give Russian equivalents to the following words and phases:

To provide humankind intelligence; identify the patterns; a confined
version; to incorporate four steps; to shift focus; is also intimated with;
employs data mining methods; is also intimated with; is also closely re-
lated with; to pinpoint warning signs of fraud; to assess patient’s health;
to minimize the identity theft; to capture data; to predict the problems;
predict refinery sensor failure; to enhance the performance; sparse dic-
tionary learning; modified accordingly; commonly used; reinforcement
learning; conventional machine learning algorithms; to infer a problem,;
conventional machine learning algorithms; to carefully extract features;
has gained a lot of attention challenges.

2. Translate extracts from the text into Russian:

A. Machine learning has gained a lot of attention of researchers now-
adays due to its distinct features. Firstly, the article specified the points
to make a good machine learning system. Followed by this, the usage
and applications of machine learning have been discussed in this article.
However, the road of machine learning is not as simple as it looks to be.
There are some challenges in this area to get the expected results such as
lack of suitable data, data bias, and lack of resources, privacy problems
and evaluation problems. This paper crates a broad view for a researcher
for machine learning by categorizing it into two parts, namely: shallow
learning and deep learning. Supervised and unsupervised machine learn-
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ing concepts are supposed to be in the category of shallow learning as
these techniques use a smaller number of hidden layers or SVMs. While
deep learning is considered as a different category, because of its deep
layered architecture discussed in the article.

B. Shallow Learning: Shallow learning is broadly divided into two
categories: Supervised and Unsupervised Learning. But there are also
other methods of machine learning. Overview of popular methods is as
follows:

Supervised learning: In supervised learning, algorithms are trained
using labeled examples i.e., input and desired outputs are known. In this
learning, algorithm receives a set of inputs along with corresponding cor-
rect outputs. Algorithm learns by comparing its actual output with correct
outputs to find out errors. Then, model is modified accordingly. Classi-
fication, regression, prediction and gradient boosting are the example of
supervised learning which use pattern to predict the values. This learning
is commonly used in those applications where historical data predicts fu-
ture events. Classification and regression are the tasks that are performed
by supervised learning. Some examples of supervised machine learning
are Nearest neighbor, Naive Bayes, Decision Tree, Regression Tree.

C. Machine learning is considered as the subset of artificial intelli-
gence. In earlier days of Al as academic discipline, researchers were in-
terested in having machine learn. They attempted to solve the problem
with various symbolic methods as well as connectionist approach where
neural network and pattern recognition are used. In the 1990s, Machine
learning is reorganized as a separate field. It shifted focus from symbolic
approach to the methods and models of statistics and probability theo-
ry. Relation to data mining: Both of these employ same methods often
and overlap with each other. But machine learning focuses on prediction
based on known properties while data mining focuses on the discovery
of unknown properties. Data mining uses machine learning methods,
machine learning also employs data mining methods; but with different
goals or to improve the learner accuracy.

D. The use of artificial intelligence and machine learning techniques
across all disciplines has exploded in the past few years, with the ev-
er-growing size of data and the changing needs of higher education, such
as digital education. Similarly, online educational information systems
have a huge amount of data related to students in digital education. This
educational data can be used with artificial intelligence and machine
learning techniques to improve digital education. This study makes two
main contributions. First, the study follows a repeatable and objective
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process of exploring the literature. Second, the study outlines and ex-
plains the literature’s themes related to the use of Al-based algorithms
in digital education. The study findings present six themes related to the
use of machines in digital education. The synthesized evidence in this
study suggests that machine learning and deep learning algorithms are
used in several themes of digital learning. These themes include using
intelligent tutors, dropout predictions, performance predictions, adaptive
and predictive learning and learning styles, analytics and group-based
learning, and automation. artificial neural network and support vector
machine algorithms appear to be utilized among all the identified themes,
followed by random forest, decision tree, naive Bayes, and logistic re-
gression algorithms.

E. In the era of data sciences, artificial intelligence is trying to provide
humankind intelligence to the computer and for this machine learning
and deep learning are the technologies which are helping artificial in-
telligence to do it. Machine learning is the branch or subset of artificial
intelligence that train the machines how to learn. Deep learning is a con-
fined version of machine learning. It helps to raise the high standards
of learning environment. Machine learning and deep learning both play
vital role in upgrading the computer systems to be expert systems that
can take decisions and make predictions without a human intervention.

artificial intelligence is a field which helps computer systems to be
intelligent and take decisions. Machine learning helps to implement ar-
tificial intelligence on the system and deep learning, helps to achieve
machine learning goals on the system more systematically.

3. Give English equivalents to the following Russian words and
phrases:

BhBIABIATE 3aKOHOMEPHOCTH; OIpAaHWYEHHBIH BapHaHT; BKJIIOYa-
IOT YeTBIpe ATala; CMEeCTUTh (POKYC; TaKKe HCIONB3YyeT METOIBl HH-
TEJUIEKTyaJIbHOTO aHaJIu3a JaHHBIX; TECHO CBA3aH C; JUIS BBISABICHUS
MpeaynpeXIalouX MPU3HAKOB MOILIEHHUYECTBA; OLIEHUTh COCTOSIHHE
30pOBbA NAILMEHTa; CBECTH K MUHUMYMY KPaXXy JHUYHBIX JaHHBIX; IS
cOopa JaHHBIX; MIPOTHO3UPOBATH MPOOJIEMBI; IPOTHO3UPOBATH OTKa3
JATYUKOB; I MOBBIILIEHUS IPOU3BOJUTEIBHOCTH; COOTBETCTBYIOIINM
00pa3oM HM3MEHEHbI; HMIMPOKO HCIOJIb3yeMbld; 00yueHHE C MOAKpEI-
JIEHUEM 3HAHUW U HABBIKOB; TPAIUIMOHHBIE aJITOPUTMBI MAIIMHHOTO
oOyueHus; cleiarb BBIBOA O MpoOieMe; aaropUuTMbl MAlIMHHOTO 00-
YYEHHUS; TIIATeIbHOE U3BJICUECHUE HEOOXOAUMBIX NaHHBIX; MPUBIEKIIO
MHOTO BHUMAaHHU K 3aJladyaM.
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4. Answer the following questions:

1. What is deep learning? How does it work? Where can it be applied?

2. Why has machine learning become so popular and in what fields it
may be used?

3. Enumerate applications of machine learning usage.

4. Compare deep learning with conventional machine learning tech-
niques.

5. Translate into English:

1. MammHHOE 00y4eHIe — MPAKTHISCKH CHHOHUM TEPMHHA «HCKYC-
CTBCHHBIN MHTEJUICKT», POrPAMMBI Pa3BUTHSI KOTOPOTO Y)KE SIBIISIOTCS
HAI[MOHAIBbHBIMH BO MHOTHX CTpaHaX. Jl00aBisATh B MPUIOKEHHUS BO3-
MOXHOCTU MAIIMHHOTO OOy4YeHUsI CTAHOBUTCS BCE MPOIIe: MHOTHE Ou-
OMMOTEeKU MALIMHHOTO O0y4YeHUs U OHJIAH-CEpBUCHI YK€ He TPeOyroT
DIyOOKHX 3HAHUM B 3TOI 00IaCTH.

B ony6imkoBaHHO# paboTe paccmaTpuBaeTcs npodiieMa aTak Ha CUCTe-
MBI MaIlIMHHOTO OOYYeHMS C HETBI0 JOOUTHCS KEIaeMOTO ITOBEICHHS CH-
CTEMBI WIN BOCIIPENSATCTBOBATH €¢ KOppeKTHOH pabote. [IepBrIM mm1arom
K IPOTUBOIECHCTBUIO TAKOTO POZIa YIpo3aMm, IO MHEHHIO YUCHBIX, SBIISETCS
UX Kiaccu(uKanus, MOHNMAHAE UX THIIOB, PABHO KaK W MECT IIPHIIOXKE-
HUSL. DTO CBS3aHO C TEM, YTO MPUPOJIA aTaK Ha CHCTEMBI MAITHHHOTO 00y-
YeHHs U NTyOOKOro 00y4eHUs OTIINUAETCsl OT APYTUX KHOep-yrpos.

OnHako gaxe y NpPOCThIX B UCNOIb30BAaHUU CUCTEM MAIIMHHOIO 00-
YUCHHUSI €CTh CBOM NpoOneMbl. Cpeu HUX — YIpo3a COCTA3ATEIbHBIX
aTak, KOTopasi CTajla OAHOM M3 BaXKHBIX IIPOOIEM MPUIIOKECHUI MaIIUH-
Horo oOyuenus. Ilox 3TUM MOHMMAIOTCS CIELUAIbHBIE BO3ACHCTBHS Ha
3JIEMEHTHI KOHBEHepa CHCTeMBI, 3aITyCKaIOIINe HeOOX0AMMOE 37I0yMBIIII-
JICHHUKY TIOBeleHHE. TaKOBHIM IOBEICHHEM MOXET OBITh, HaIpHMep,
HeBepHast pabora kimaccugukaropa. Ho cymecTByoT u ataku, KOTOpBIE
HaIpaBJICHBI HA W3BJICUCHIE TAPaMETPOB MOJICIIH.

2. MammaHOE 00yUeHHE MOXKET ITOMOYb ITOCTABITHKAM YHEPTUH JIyd-
[Ie BBIBILITH HEHWCIPABHBIC WM CKOMIIPOMETHPOBAHHBIC KOMIIOHEH-
ThI B 3JekTpoceTsx. O6 3ToM crano usBectHo 28 despans 2022 rona.
B uccnenoBarenbCkoM MPOEKTE TOI PYKOBOACTBOM MaccadyceTcKoro
TEXHOJIOTUYECKOr0 MHCTUTYTA OMHCBHIBAETCS METOAMKA, MO3BOJISIOIIAS
MOZICTMPOBATh CIOXKHBIC B3aUMOCBS3aHHBIC CHCTEMBI, COCTOSIIHE W3
MHOXKECTBA IEPEMEHHBIX, 3HAYCHUSI KOTOPBIX CO BPEMEHEM M3MEHSIOT-
cs1. ConocTaBiss COCTUHEHUS B 3THX TaK HAa3bIBAEMBIX MHOXECTBCHHBIX
BPEMEHHBIX PsAaxX, «O0ailecoBCKasi CETh» MOXKET HAyYUTHCS BBISBIATH
AQHOMAJINH B TaHHBIX.
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CocTosiHIE 2IEKTPOCETH MOXKET OBITH COCTABICHO U3 MHOXKECTBA TO-
YeK JIAaHHBIX, BKIIIOYasl BEJMYMHY, YACTOTY M YTOJ HAIMPSDKSHHS BO BCEH
cerd, a Takke ToK. OOHapy)KeHHE aHOMaJH{ 3aBHCHUT OT BBIIBICHIS
AQHOMAJIBHBIX TOYEK JaHHBIX, KOTOPBIE MOTYT OBITh BHI3BaHBI TAKUMH BE-
IIaMu, KaKk OOpBIB KaOelts MITH MOBPEKACHIE U3OISIIINH.

«B ciyuae ¢ pneKTPOCEThIO JIOAM MBITAIUCh COOMpaTh JAHHBIE, HC-
MOJTB3Ys CTATHUCTHUKY, & 3aTeM OIPEACISITh IpaBUiia OOHAPYKESHHUS CO 3HaA-
HUeM npenMeTHou obnactu. Hanpumep, ecinu HanpshKeHUE BBIpAcTET Ha
OTIPEJICTICHHBIN MPOIICHT, TO ONIEPaTOp CETH JAOJIKEH OBITh MPEAYNPEXICH.
Takue cucTeMsbl, Jake YCUJICHHBbIE CTAaTUCTHUECKUM aHAJIN30M JaHHbIX,
TpeOyIOT MHOTO Tpy/a U OnbITa. Mbl MOXKEM aBTOMAaTH3UPOBATh 3TOT MPO-
Iece, a TaKKe M3BJIEKaTh 3aKOHOMEPHOCTH W3 JaHHBIX, UCIONB3YS Hepe-
JIOBbIE METOIbI MAIIMHHOIO O0YUYEHHUSD, — MOSCHUIM IKCIIEPTHI.

JlaHHBII METO/ NCTIONB3YET HEKOHTPOJIMPYEMOe 00ydeHUE /IS OTIpe-
JIeJIEHUs] aHOMAJIbHBIX PE3YJIbTaTOB, BMECTO MCIIOIb30BAHUS IPaBUI,
CO3IIaHHBIX BpyuHyto. Koraa mccienoBareny MpOBEPHIU CBOIO MOJEINb
Ha JIByX YACTHBIX Ha0Opax NaHHBIX, 3aITMCHIBAIONINX HU3MEPECHHUS JBYX
MexceTeBbIx coequHeHuil B CILIA, OHM BBISIBHWIIM MPEBOCXOJCTBO MO-
JIeNd HaJl JPYTUMHU METOJJaMH MAlIMHHOTO 00y4YeHHUsl, OCHOBAaHHBIMH Ha
HEHUPOHHBIX CETSIX.

OO6muit MeTox oOHapyKEHHS aHOMAIILHOTO H3MEHEHUS TAHHBIX MOX-
HO MCIOJB30BaTh Aake JUId MOAa4Yu CUIHajla TPEBOT'H B Cllyyae B3JIOMa
JHEPrOCUCTEMBI.

«Ero MoxxHO WCHONB30BaTh JJisi OOHAPYKEHHUsS JIeBalbBalluU cOOS
NIEKTPOCETH B 1eNAxX Kubeparak. [10CKoiIbKy Hall METOJ MO-CYILECTBY
HaNpaBJIeH Ha MOJICIMPOBAHUE IEKTPOCETH B HOPMAJILHOM COCTOSTHUH,
OH MOXeT 00HapyXMBaTh aHOMAJIMH HE3aBUCHMO OT IPUYHUHBD), — OT-
METHIIN SKCIIEPTHL.

3. C nmavana 2017 rona orHocutenpHO 2021-rO MOMyIsIPHOCTH WH-
CTPYMEHTOB MAaIlIMHHOTO OOYy4eHHUS! Pe3KO BO3pocia. DTO CBA3aHO Kak
C pOCTOM JIOBEpHS K WX TOYHOCTH, TaK M CO CHW)KEHHEM 3aTpar. MHO-
rue koMmranuy Ha MapT 2022 roma ucnonb3yor ML ans obecnieueHust
TOYHBIX MPOTHO30B M OBICTPOrO aHajun3a OONBIIMX MACCUBOB JAHHBIX.
HNwmenHo Ha sToM ¢one IBM HapaimyuBaeT WHBECTHUIIUH B UCKYCCTBEH-
Hbl uHTEIUIeKT. Kommanusi GokycupyeTcss Ha MHULMUPOBAHUU H3Me-
HEHUI yepe3 00paboTKy ectecTBeHHOTO s3bika (NLP), apromaruzanuto
U pa3BUTHE JOBEPHs K UCKyccTBeHHOMY uHTesuiekty (MI). Kpome Toro,
IBM nponomxaer BHEAPSTH B CBOM MPOAYKTH HOBBIE CITIOCOOHOCTH, TIO-
JIy9deHHBIC B XOZIe UCCIICIOBAaHUN U Pa3pabOoTOK.

B IBM roBopsT, 4To cienyromuM maroM B pasutun MU craner
TO, YTO KOMIIaHUS Ha3bIBAET HUJKUM HHTEJUIEKTOM B CBSI3U C TEM, YTO
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TEXHOJIOTUS] MalIMHHOTO 00y4eHus Ha MapT 2022 rofa sBIsETCS y3KOH.
CrnenoBarenbHO, UCIONB30BaHHE OOYUEHHBIX MOAENEH i OOHOBJIEH-
HBIX HOTpeOHOCTell TpeOyeT 3HAUUTENBHOIO BPEMEHH U MOATOTOBKU
JanHbiX. Komnanuu nyxen UM, KoTOpblil cMeNIMBaET MUPOKUNA CIEKTP
uH(pOpMaNKH, UCCACAYET IPHUUHHO-CIICACTBEHHBIE CBA3U U CAMOCTOS-
TEJNBHO OOHAPYKUBAECT MOTU(PHUIIUPOBAHHBII OIIBIT.

«/lannblit mar pacmmpsier crparernio IBM B obnactu ruGpuaHOTro
obmaka u MW, momorasi mpeanpusATHsIM MOJCPHH3UPOBATh U TIpeoldpa-
30BBIBATh CJIO)KHBIE KPUTUYECKH Ba)KHbIE INPUIOKEHHUS Ha PasjInYHbIX
obOmakax W miardpopmax. Kommanus oObenunser Bo3MokHOocTH MU
W THOpUAHOTO o0JIaka, YTOOBI MPENOCTABUTH OHM3HECY IOJHYI0 aHa-
JIUTUKY», — CKa3all TeHepalbHBbIH aupekTop HampaieHus [IBM Al
Applications Kapum Ocyd (Kareem Yusuf).

Otnen uccnenoBanuid u paspaboToxk IBM ucmonb3yer paziuuHble
MOAXO/BI, KOTOPbIE IOMOTYT cO3JaTh cucteMsl MM, opueHTUpOBaHHbIE
Ha 2025-2035 roga. Kpome Toro, koMnanus pa3pabaTelBacT apXUTEKTY-
PBI M YCTPOMCTBAa C OTPOMHBIMU BBIYMCIUTENBHBIMA BO3MOXKHOCTSIMH,
3TO CBSA3aHO C TeM, YTO 000PYJOBaHHE JOCTATOYHO HAIEXHO U OBICTPO,
4TOOBI 00pabaThIBATh OTPOMHBIE MACCHBHI JAHHBIX, KOTOPHIC KOMIIAHHS
MIPOM3BOAUT €KEAHEBHO.

6. Summarize the main ideas of the text and express your own opin-
ion. Here are some possible statements to support:

1. Machine learning

2. Applications of machine learning

3. Deep learning comparison with conventional machine learning
techniques

7. Develop the following ideas in writing an essay (120-150 words):

1. Today, the vast majority of machine learning models are trained on
static data, e.g., pictures and texts. We still have a problem with using
dynamic data to “teach” machine learning algorithms. Imagine how
future machine learning models will be advanced once we figure out the
way to teach them through videos, sounds, and animations!

2. Another data security-related problem is fake data. This problem
happens when your company is being attacked by hackers who replace
your real data with fake information. Suppose you run a manufacturing
company and you’re under a fake data attack. What could have happened
if your real measurements had been replaced with fake ones?



Unit 6
The Rise of Expert Systems. Neural Networks

Words and phrases

Backward chaining — oOparHbIii BEIBOA

Acute — OCTpPBIA

Bring in — MPHUBHOCHUTH

Expertise =~ — mpogeccronaxbHasi KOMIETESHIIHS, MACTEPCTBO, OIBIT
Inference engine =~ — MeXaHHM3M JIOTHYECKOTO BBIBOJA

Medications — MeIUKaAMEHTO3HOE JICUEHUE

Intricate — 3aIyTaHHBIN

Allow for ~ — y4uTBIBaTh, JOIMYCKATh, O3BOJIATH

Present with new information — npeaocTaBIATh HOBYIO UH(DOPMAIIUIO
Usher in an age — NOJI0KUTH HaYaJo 3pe, 03HaMEHOBATh HAYaJI0 SMIOXU

Overfitting — nepeolbyuyeHne (B MAITMHHOM O0yUYeHHH)
Versatility — MHOTOI'PaHHOCTb

Futures — (BrouepcH

Commodities — CBIpbEBBIC TOBAPHI

Fungible goods — B3anmo3aMeHsieMbIe TOBaPhI

Iron ore — JKeJIe3Has pyaa

Capitalize on — H3BIIEKaTh BBITOY U3

What are Expert Systems and Neural Networks?

Neural networks and expert systems are two major branches of ar-
tificial intelligence (AI). Their emergence has created the potential for
a new generation of computer-based applications in different areas of
decision-making.

Expert System vs Neural Network

An expert system is one that consists of five technical components.
Firstly, a user interface unit that the user will interact with. Secondly,
there exists a working memory unit that contains known facts regarding
the domain of knowledge that the system is meant to provide assistance
in. Thirdly, there is a knowledge base unit that stores the expertise of
specific professionals to get the job done. Fourthly, there is an inference
engine that analyzes all the previous components to provide the answer
that the computer is actually looking for. In general, the inference engine
consists of high level if-then statements. And finally, there is an expla-
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nation engine that provides the user with a full justification of why a
particular answer was given.

In businesses, expert systems provide knowledge and reasoning to
employees as a learning tool and utility. They fulfill specific roles that
bring in the expertise needed. Such systems are considered to be a learn-
ing tool and a great asset to a company. One of the examples of expert
systems could serve special software programs in many modern medical
and healthcare centers that monitor patients’ medications and determine
if the patients are likely to have bad reactions or not. Some other instanc-
es of expert systems are MYCIN which was based on backward chain-
ing and can identify various bacteria that could cause acute infections
and DENDRAL which is used for chemical analysis to predict molecular
structure.

Some of the examples of business areas where expert systems are used
are business acquisitions, large loans, etc. However, because expert sys-
tems lack common sense, the full power of human knowledge is still not
encapsulated within those systems. Another problem is that experts are
still reluctant to share their knowledge fully in order to avoid devaluing
themselves as employees.

As for neural networks (Artificial Neural Networks or ANNSs), they
simulate human brain by using the mathematical model of individual
neurons developed in the last century. Each neuron works similarly to
that in the human neural network. These systems work much differently
than expert systems because they don’t use any knowledge base. Instead,
they are equipped with a learning algorithm and a perception structure.
The latter has many input neurons, a layer of switch neurons and, finally,
the output neurons. Unlike expert systems which rely on detailed com-
puter programs to sort through stored rules and facts to conclude a deci-
sion, neural networks can be exposed to a large volume of unstructured
data to recognize patterns.

When it comes to their application in knowledge management, neural
networks help optimize the process for more efficient use of resources
and provide even faster access to the knowledge contained in the sys-
tem. The advantages of ANNs in knowledge management become very
noticeable after a period of study. This type of systems is highly resistant
to “bad” or inaccurate data. Everything starts over with each new appli-
cation. The system also needs to be retrained for each problem that needs
to be analyzed. Such a system requires a higher level of knowledge from
the user, but it works much more accurately and faster. Specific appli-
cations include financial forecasting, investment and risk management.
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What is a Neural Expert System & How Does it Impact Artificial
Intelligence (A1)?

A neural expert system is a type of artificial intelligence (AI) technol-
ogy which utilizes both expert systems and Artificial Neural Networks
(ANNSs) to create high-level Al applications. It combines the advanced
pattern recognition capabilities of Artificial Neural Networks with the
abstract reasoning capabilities of an expert system in order to achieve
an accurate means of making intelligent decisions and predictions. As a
result, they can be used to make complicated decisionmaking processes
easier and more manageable.

Neural expert systems use various types of statistics, probability dis-
tributions, data structures, and algorithms for the purpose of creating
models that represent decision-making processes. By providing insights
based on these models, the technology can help users make informed
decisions quickly and accurately across a variety of contexts. Not only
does this accelerate the decision-making process but it also reduces er-
rors caused by traditional manual methods involving human analysis.

The fundamental principle of NESs as well as ANNs for data analysis
and modeling is the same as or similar to that of statistics, and in many
aspects NESs can be treated as the nonlinear counterparts of statistical
techniques.

In addition to offering insights from data models, neural expert sys-
tems also provide simulations which allow users to test possible sce-
narios in order to understand potential outcomes before committing any
resources. This makes them particularly useful for organizations which
need to assess risks or optimize resources before embarking on projects
or business activities requiring large investments of time or money.

Overall, neural expert systems enhance Al by providing users with
a reliable way to utilize data in order to generate quick, informed de-
cisions while minimizing unknown risks or excessive resource usage.
By combining simulated modeling with statistical pattern recognition
techniques, they are able to make complex problem solving much easier
while enabling users to get accurate results quicker than ever before.

Exploring the Role of a Neural Expert System in Al

As artificial intelligence (Al) continues to evolve, many systems are
becoming increasingly complex. To help deal with the challenges of
large and intricate Al models, Neural Expert Systems (NESs) are gaining
recognition as a valuable tool in Al development. NESs operate by lever-
aging neural networks, advanced algorithms, and expert knowledge to
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offer better solutions than traditional approaches. This type of Al-driven
expert system is well suited for time-sensitive tasks and rapidly process-
es huge volumes of data while providing accurate outcomes. Although
this concept is relatively new in the field of Al, it has already been used
in a variety of real-world applications.

One significant advantage of using a NES is that decisions and prob-
lem-solving can be executed faster than ever before without any manual
intervention. This helps reduce execution time for tasks such as diag-
nostics and custom promotion recommendations that require real-time
responses for successful completion. Moreover, a NES facilitates Data
Exploration by continuously monitoring existing data sets, searching for
correlations between data points, and alerting experts when variations
from expected outcomes arise. Everything happens without human effort
or guidance.

The integration of domain expertise into such systems creates an
effective environment for research collaborations between profession-
als in different fields such as medicine, law, finance and marketing —
wherein certain medical research could only be processed by biomedi-
cal engineers or financial decisions made by accountants. In addition to
being time efficient and cost-effective solutions powered by artificial
intelligence; they also provide human experts with larger datasets to
thoroughly test their hypotheses on various topics or formulate predic-
tions on future trends. Finally, these Hybrid Intelligent Systems lever-
age their combined knowledge bases to present both businesses and
consumers with intelligent choices which could lead to more desired
results compared to relying solely on either computer or individual as-
sessment alone!

By taking advantage of the ability to harness vast amounts of data
with machine learning capabilities, a Neural Expert System provides an
ideal platform for a wide range of predictive projects. With this system
in place, information extraction can be greatly accelerated since labo-
rious manual searches do not have to occur each time newly acquired
data needs examined; consequently, ushering us into an era where in-
telligent Machine Assisted Learning scenarios become commonplace
within all sorts of industries from financial services through farming
technology!

Examining the Potential Benefits of Neural Expert Systems

Using neural networks in artificial intelligence is quickly becoming a
major topic of research. Neural networks have already been used to as-
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sess complex data, detect patterns and distinguish relationships between
factors. This makes them extremely well-suited for Al applications, but
deploying neural networks as expert systems could produce even more
dramatic results. Expert systems are designed to make decisions based
on a range of factors and past experience, which is also ideally suited to
the capabilities of neural networks. Development of neural expert sys-
tems is becoming increasingly popular among Al researchers, leading
many to ask what their potential benefits may be.

The primary benefit of developing a neural expert system is signifi-
cantly enhanced performance compared to non-neural expert systems.
The ability to detect subtle patterns and understand intricate relation-
ships gives them an edge over conventional expert systems that lack
this capability. Due to their being specifically trained to use certain
techniques — such as predictive analytics — they can achieve these
improved results quickly and accurately. Further advantages include
increased flexibility, which allows for adjusting the rules in order for
better decision making when presented with new circumstances; more-
over, a lot less maintenance than other types of automated decision
support systems since all the parameters and settings can be stored
within the expert system itself; and, also, indefinite scalability since it
can scale up easily when needed with additional hardware resources or
computing power.

Another key advantage of incorporating neural networks into expert
systems is far greater efficiency in terms of manipulation and analysis of
large volumes of data. Such analysis would require considerable process-
ing time due to its complexity and massiveness if you used regular com-
puting procedures instead. Additionally, using neural-based approaches
reduces risk when providing recommendations or decisions. Such so-
phisticated approaches lead towards consistency and reliability. On the
contrary, other models or conventional algorithms increase the possibil-
ity for “false positives” or accuracy issues associated with data-driven
decision models without proper curation.

Finally, the demand for NESs has been booming recently. There is now
access to a growing body of powerful libraries featuring open-source
software. It enables programmers to get started quickly while developing
ideas across multiple industries such as finance, health care, retail and
marketing etc. Thus, it creates potential breakthrough applications such
as fraud detection mechanisms implemented in banks or accessing sub
atomic particles’ characteristics through cloud computing platforms used
by universities etc.
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What are the Potential Tradeoffs of Using Neural
Expert Systems in AI?

Neural expert systems are a powerful form of artificial intelligence
that utilizes machine learning techniques like deep learning and neural
networks to solve complex problems. This allows Al systems to “learn”
from data sets, and make decisions as if they were an expert in the field.
On the other hand, these systems come with certain tradeoffs between
accuracy and efficiency, robustness and scalability, environment sensi-
tivity, and cost.

In terms of accuracy and efficiency, deep learning of NESs can achieve
super-human levels of accuracy but tends to require large amounts of
data for training. Therefore, such models often need significant resources
for their implementation. The system also may generate suboptimal solu-
tions due to limited training data or overfitting — resulting in a loss of
accuracy when dealing with new problems or environments.

Robustness is another important tradeoff. If not properly managed,
neural networks have difficulty adapting to changing input values or
dynamic contexts which can cause errors. Additionally, scaling up ex-
isting models might be a challenge because the kernel size increases
exponentially with each additional layer added. Increasing layers could
potentially lead to excessive parametrization which affects model per-
formance as well as results in higher costs associated with larger scale
projects.

Another major challenge when using neural networks is the environ-
ment sensitivity — since some types of Al require specific infrastructure
with high energy costs along with continual training datasets updates due
to dynamic changes in their environmental conditions.

Overall, utilizing Neural expert systems for artificial intelligence pres-
ents several potential tradeoffs (between accuracy and efficiency; robust-
ness and scalability; environment sensitivity and cost). That is why, to
ensure success organizations should think through these issues before
embarking on such a project.

How Neural Expert Systems Could Change the Future of AI

Neural expert systems are a relatively new type of artificial intelli-
gence technology that has the potential to profoundly affect the way in
which modern Al is developed. Neural expert systems address many of
the difficulties with existing Al solutions, providing significant advan-
tages over standard neural networks, including greater flexibility, scal-
ability and more accurate decision-making.
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At their most basic level, neural expert systems rely on specialized
algorithms to classify and compare data. As an example, say research-
ers want to determine whether an audio sample contains conversation
between two people or not. A traditional neural network may use sound
recognition algorithms to identify keywords; however, an NES could be
used to refine the classification further — for example, by measuring
certain characteristics such as individual speaking patterns or tones.

Neural expert systems can also be used for a wide range of other tasks
such as image processing and speech recognition. By using sophisticated
pattern recognition techniques and specific problem-solving strategies
derived from domain knowledge, these systems can successfully rec-
ognize patterns and images in large datasets far faster than standard Al
methods. The increased speed allows the use of probabilistic models that
rapidly process large amounts of unstructured data within milliseconds
for Intent detection applications — even when faced with greater com-
plexity than current methods.

The versatility of neural expert systems is one reason why they’re be-
coming increasingly popular in many industries — ranging from health-
care services to financial markets and beyond. For instance, medical
researchers are now leveraging advanced machine learning models pow-
ered by publicly available datasets in order to develop better diagnostics
tools while financial analysts have already begun experimenting with
deep learning technology to predict stock market trends with remarkable
accuracy.

In addition to the likelihood that these technologies will be extensive-
ly used in business scenarios where precision over time is paramount
(such as commodities futures trading), we will likely see more compa-
nies applying them more effectively across all their processes — such as
marketing automation activities or customer service operations — thus
creating competitive advantages for those who capitalize on these tech-
nological advancements first.

One major benefit of using an approach like this is that it avoids black
box decision making which has been a main complaint from many an-
alysts when evaluating traditional Al approaches such as deep learning
networks or reinforcement learning agents. This reduces risk by allowing
experts to customize decisions based on specific data points instead of
relying solely on preprogrammed instructions determined beforehand by
programmers whose understanding may be limited. Furthermore, due to
its superior scalability capabilities more precisely focused strategies can
be applied to larger problems faster than ever before. It leads to potential-
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ly faster results with greater confidence in predictions if compared with
standard machine learning alternatives.

It’s clear that this groundbreaking approach presents us with exciting
opportunities to develop relevant artificial intelligence -based solutions
across numerous fields from medicine and finance to marketing auto-
mation. At the same time, we can be sure that algorithmic solutions are
accurate without sacrificing safety or speed. Besides that, we can avoid
the nuances of the “black box” that we come across in competing ap-
proaches today.

Considering the Pitfalls When Implementing Neural
Expert Systems

Neural expert systems have been gaining increasing popularity in the
field of artificial intelligence. This trend arises from the use of Al tech-
nologies such as neural networks and machine learning to create AI-driv-
en decision-making systems. Neural expert systems aim to improve
efficiency and accuracy in decision-making, often using deep learning
approaches to better understand complex data sets and deliver predic-
tions or actions. These systems are typically designed and implement-
ed by expert computer scientists with advanced knowledge in Prolog,
Lisp or other programming languages and a strong understanding of Al
algorithms. With all their benefits, however, there are certain potential
pitfalls that must be recognized when utilizing neural expert systems for
artificial intelligence purposes.

Pitfalls in neural network research arise in many different forms due
to various factors. The most important contribution to the many pitfalls is
perhaps the nonlinear nonparametric nature of the neural network model.
While this property is desirable for many real-world applications, it also
brings about more opportunities to go wrong in the modeling and appli-
cation process. Compared to their linear statistical counterpart, neural
networks have fewer assumptions, more parameters to estimate, many
more options to select in the modeling process, all of which open more
possibilities for inappropriate uses and problematic applications.

The second major reason is the lack of a uniform standard in building
neural network models. For example, numerous non-linear algorithms that
are alternatives or variations to the basic backpropagation (BP) algorithm
exist. These algorithms vary in efficiency and effectiveness in estimat-
ing parameters. In addition, there are different and sometimes conflicting
guidelines on many factors that could affect ANN performance. The prob-
lem is that ANN models are sensitive to many of these factors.
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Pitfalls are more likely to occur to unwary researchers who lack the
expertise and knowledge of the various forms of abuses. They often have
the inappropriate supposition that ANNs can be built with automatic
software, and that users do not need to know much of the model detail.
Another reason that many inappropriate uses of ANNs are published is
the lack of details on several key aspects of the model-building process.
Authors or researchers often do not give sufficient details, essential fea-
tures, or adequate descriptions of their study methodology, which hin-
ders easy understanding or replications for others. On the other hand,
reviewers may not pay attention to these issues. The lack of transparency,
thus, contributes to the errors. Let’s look at some of the common pitfalls.

Overfitting is one of the most cited problems with ANNs. The topic is
well discussed and every neural network researcher is perhaps aware of the
danger of overfitting. Overfitting limits the generalization ability of predic-
tive models. For neural networks, it is easy to get a good or excellent result
on the in-sample data, but this by no means suggests that a good model
is found. It is likely that the model memories noise or captured spurious
structures, which will cause very poor performance in the out-of-sample
data. Overfitting typically happens when users build too large neural net-
works and/or the in-sample data used to train networks are small.

Another related pitfall is to include as many input variables as pos-
sible in the model, believing or hoping that the ANN can identify the
most important and relevant variables through the linking weights’ ad-
justment during the model-building process. Including a large number
of unnecessary variables not only increases the model complexity and
the likelihood of overfitting, but also causes more time and effort wasted
in training. Moreover, the true pattern may be masked by the irrelevant
factors and their interactions.

On the other hand, underfitting occurs if a neural network model is
under-specified or not trained well. With underfitting, the model does not
give good fit even to the training set. While underfitting is usually not a
major concern compared to overfitting, ignoring the underfitting can also
cause problems in applications, especially when the training algorithm
is not appropriately used to guarantee a good solution in the estimation
process.

In conclusion, despite the fact that artificial intelligence applications
offer many advantages, users should exercise caution when implement-
ing neural expert systems to avoid any problems arising from poor-qual-
ity design or design flaws. The key to avoiding pitfalls in neural network
research is the awareness of the potential pitfalls and their harms to the
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research study. It is important to realize that there are numerous ways
that ANN techniques can be misapplied and misused. Unwary investi-
gators are more likely to incur pitfalls. Furthermore, an awareness of
the problems can lead to healthy skepticism and higher standards in the
interpretation of reported findings in the literature.

Research & Development Strategies for Neural Expert
System Implementation

In recent decades, artificial intelligence has been a rapidly evolving
and even expanding new field. Among the most prominent areas of the
movement is neural expert systems, which employ powerful computer
networks to process complex problems in an efficient manner. To maxi-
mize their potential, organizations should consider utilizing several strat-
egies when implementing neural expert system technology.

First and foremost, developing a clear plan for achieving desired re-
sults is paramount to successfully introducing a neural expert system
into operation. Companies must establish both short-term and long-term
goals related to the specific projects they would like to accomplish using
the technology. From there, organizations can prepare the necessary re-
sources such as personnel and funds for realizing these objectives.

In parallel, further research into the technical aspects of Al can be con-
ducted. Understanding all conceptual designs related to machine learn-
ing and deep learning agents can help specialists prepare roadmaps that
explain how each feature set of a particular project should be developed
within certain timelines. As part of this process, it is also important to
thoroughly review any available third-party material which could assist
with performance optimization or cost benefits depending on the budget
allotted for a given initiative.

Apart from this analysis stage, it’s also critical for organizations to ex-
plore other collaboration possibilities with other professionals in their field.
Through organizations like The Neural Information Processing Systems
Foundation (NIPF), businesses can connect with peers using events such
as workshops while keeping up with the latest advances in Al technolo-
gies development tools such as Python libraries, TensorFlow and PyTorch.
Additionally, taking part in specialized forums pertaining to automation
topics may increase chances of receiving valuable support from experts
that share similar objectives in various industries across multiple nations.

Neural expert systems’ implementation yields optimal results if com-
panies put together comprehensive strategies while tapping into avail-
able resources, leveraging open-source collaborations as well as staying
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updated on modern best practices. Cutting-edge Al components are be-
ing released onto today’s IT market ecosystem through automated cloud
deployment methods enabling faster setup timeframes so organizations
can reach success quicker.

Neural Expert Systems Show Promise for Transforming Al
Landscape

In a field that is life with rapid advances and innovative breakthroughs,
artificial intelligence stands out as one of the most rapidly advancing
fields. In an effort to make Al more intelligent, experts have been work-
ing to enhance its capabilities with neural expert systems (NES). These
systems have become increasingly popular due to their ability to bridge
the gap between machine-learning algorithms and actual human deci-
sion-making. By leveraging artificial neural networks (ANNs), these sys-
tems are able to simulate complex reasoning processes that mimic human
decision-making.

Much of the research behind NES focuses on identifying patterns in
large data sets and then using them to draw accurate conclusions. For
instance, by analyzing existing customer records from a retail establish-
ment, it could be possible for a NES to identify patterns within customer
preferences or habits. It might recognize which products sell well togeth-
er or learn how customer behavior changes over time — both insights
that could give retailers valuable feedback about how they may wish to
adjust their sales strategy. The same sort of learning power can be ap-
plied across many different industries and even help to answer complex
questions in science and medicine.

Perhaps the most impressive aspect of NES is the fact that it performs
many tasks more quickly than traditional programming languages while
also consuming less resources in terms of computer power. This makes
neural expert systems well suited for fast processing environments where
decisions need to be made without sacrificing speed or accuracy. Addi-
tionally, such systems can quickly adapt and alter their algorithms if new
data emerges from the environment around them; no recoding is neces-
sary since the system can self-adjust its parameters when presented with
new information.

Importantly for businesses, some forms of NES are now available
commercially at relatively inexpensive costs — contributing greatly to-
wards turning Al into something accessible for companies rather than
simply being of interest to academics. With access becoming easier, it’s
easier than ever before for companies to integrate specialized Al appli-
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cations into their products and services. Reducing the analysis time leads
to cost savings and at the same time distinguishes such companies from
their competitors that have not implemented these technologies yet.
Therefore, it’s clear that neural expert systems are continuing to
transform the artificial intelligence landscape, ushering in an age where
human-like decisions can achieve greater precision faster than ever be-
fore — bringing us one step closer towards truly intelligent machines
capable of automating processes across countless different industries.

Summarizing the Impact of Neural Expert Systems on Al

Neural expert systems are having a huge impact on the world of arti-
ficial intelligence. NESs use artificial neural networks to process infor-
mation and arrive at decisions, making them a powerful tool for machine
learning. Researchers believe that NESs offer faster and more accurate
processing than traditional Al methods, as well as provide advantages such
as adaptive learning capabilities. By using deep neural networks combined
with specific knowledge, researchers have been able to achieve better re-
sults in problems such as image recognition. Moreover, due to their ability
to optimize processes over time, NESs have become an important part of
developing autonomous systems like driverless cars, robotics and robot-
ics-related applications such as facial recognition or real-time translation.
In conclusion, it is evident that neural expert systems affect the research
field of Al by providing individuals involved with intelligent solutions
which no other method can compete with. These increased accuracy and
speed in processing data certainly have the potential to revolutionize the
industry and shape the future of Al for years to come.

Notes:

Intent detection is a process of understanding the user’s purpose or goal
when interacting with a system. It is a technology that has been around
for some time but has recently become more popular as organizations
look for ways to improve customer experience and engagement. Intent
detection is used in a variety of applications, such as natural language
processing, customer service, and marketing. Intent detection can be
used to improve customer experience and engagement by understand-
ing the user’s intent. By understanding the user’s intent, organizations
can provide more personalized experiences and better target their mar-
keting efforts. Additionally, intent detection can be used to improve
customer service by providing more accurate and timely responses
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to customer inquiries. Intent detection works by analyzing the user’s
input and attempting to understand the user’s intent. This is done by
using natural language processing (NLP) algorithms to analyze the us-
er’s input and identify patterns in the user’s behavior. Once the user’s
intent is identified, the system can then respond accordingly.

Futures are a type of financial derivative in which you agree to buy or
sell a certain asset at a certain price at a particular time in the future.

Commodities are a type of asset representing fungible goods, such as oil,
iron ore, or wheat. Commodities are usually traded using futures.

Reinforcement learning (RL) is an interdisciplinary area of machine
learning and optimal control concerned with how an intelligent agent
ought to take actions in a dynamic environment in order to maximize
the cumulative reward. Reinforcement learning is one of three basic
machine learning paradigms, alongside supervised learning and unsu-
pervised learning.

Backpropagation (in machine learning) is a gradient estimation method
used to train neural network models. The gradient estimate is used by
the optimization algorithm to compute the network parameter updates.

Exercises:

1. Give Russian equivalents to the following words and phrases and
explain them in your own words:

Tap into available resources; leverage open-source collaborations;
stay updated on modern best practices; today’s IT market ecosystem;
automated cloud deployment methods; yields optimal results; paramount
to successfully introducing a neural expert system into operation; short-
term and long-term goals; budget allotted for a given initiative; alter their
algorithms; suboptimal solutions; groundbreaking approach; pertain to
automation topics.

2. Translate the sentences into Russian paying attention to the pre-
fixes and suffixes:

1. Perhaps the most impressive aspect of NES is the fact that it per-
forms many tasks more quickly than traditional programming languages
while also consuming less resources in terms of computer power;

2. Robustness is another important tradeoff;

3. This makes them particularly useful for organizations which need
to assess risks or optimize resources before embarking on projects or
business activities requiring large investments of time or money;
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4. Thirdly, there is a knowledge base unit that stores the expertise of
specific professionals to get the job done;

5. For instance, by analyzing existing customer records from a retail
establishment, it could be possible for a NES to identify patterns within
customer preferences or habits.

3. Give English equivalents to the following words and phrases:

OOHapyXHBaTh TOHKHE 3aKOHOMEPHOCTH; OTHOCHTEIBHO HEJOPOTHE
3aTpaThl; BBISABICHUE 3aKOHOMEPHOCTEH B OOJIBIINX HA0Opax JaHHBIX;
XOpOIIO MOAXOMSAIINE IS MIPHIOKEHNH HCKYCCTBEHHOTO MHTEIUICKTA;
SIUHBIA CTAaHIApPT IOCTPOCHUS MOoJesieil HeHPOHHBIX CETeH; MmomagaTh
B JIOBYIIKH; XEPTBYSl CKOPOCTHIO WJIM TOYHOCTBIO; MHTEIUIEKTYaIbHBIC
pelenHns, ¢ KOTOPHIMA He MO)KET KOHKYPHPOBAaTh HU ONUH APYTOH Me-
TOZ; OTIIMYHBINA PE3yNbTaT MO AaHHBIM, OIYYCHHBIM B BHIOOPKE; UITU
B HOTY C MOCJEIHUMHU TOCTHXKEHUAMHU B OOJIACTH TEXHOIOTMH HCKYC-
CTBEHHOT'0 MHTEJUIEKTA; JOCTATOUHbIE JIETAJIH; CIIOCOOHOCThH MPOTHO3HU-
pyOIMX Mojieieil K 0000IIeHHIO.

4. Answer the following questions:

1. What programming languages are used to create a NES?

2. What kinds of autonomous systems using NESs do you know?

3. What are five major components of an Expert system?

4. What are the reasons for pitfalls while implementing NESs?

5. What is the difference between conventional Expert systems and
NESs?

6. Is an expert system capable of recognizing patterns in a large vol-
ume of unstructured data?

7. Can NESs replace expert systems and other artificial intelligence
solutions in some applications?

5. Decide whether the statements are true or false:

1. The fundamental principle of ANNs for data analysis and modeling
is the same as or similar to that of statistics, and in many aspects ANNs
can be treated as the nonlinear counterparts of statistical techniques.

2. Unlike expert systems which rely on detailed computer programs
to sort through stored rules and facts to conclude a decision, neural net-
works can be exposed to a large volume of unstructured data to recognize
patterns.

3. The advantages of ANNs in knowledge management become very
noticeable before a period of study.
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4. There are no pitfalls in implementing NESs.

5. Overfitting occurs if a neural network model is not trained well.

6. Neural expert systems are typically designed and implemented by
expert computer scientists with advanced knowledge in Prolog, Lisp or
other programming languages and a strong understanding of Al algo-
rithms.

7. Unlike conventional expert systems, NESs can achieve the result
with minimum of outside intervention, so that over time NESs gradually
takes over the function of the human expert.

6. Translate from Russian into English:

1. JIst HEMpOHHBIX CETEH JIETKO MOJTYYUTh XOPOIIUN HITH TIPEBOCXOI-
HBIH pe3ybTaT Ha JaHHBIX B BBIOOPKE, HO 3TO HU B KOEM CIIyJae He ro-
BOPUT O TOM, YTO Hai{JileHa XOpoLIasi MOJIEJb.

2. ITockonbky uckyccrBeHubii uHTEINEKT (M) mpomoimkaer pa3su-
BaTbCsI, MHOT'H€ CUCTEMBI CTAHOBATCS Bce 00Jiee CI0KHBIMH.

3. Ucnonb3ys m1yOokue HeHpOHHBIE CETH B COUYETAHHH CO CIICIU(H-
YECKUMH 3HAHHUSIMH, UCCIIEIOBATEA CMOTIH IOOUTHCS TyUIHX Pe3yib-
TaTOB B TAKKX 33Ja4aX, KaK pacro3HaBaHHe U300paKeHH.

4. BeposTtHo, B OnmmkaiinieM OymyineM Bce OOJbIe KOMIaHHNA OymyT
oosee addexTrBHO MpuMeHAThH NESs Bo Bcex CBOMX MpoIleccax, TaKHX
KaK aBTOMaTH3alHsI MAPKETHHTA WX 00CTy)KHBaHHE KIINEHTOB.

5. B TpaAULIMOHHON 3KCIEPTHOM CUCTEME, €CIU HEKOTOPHIE MPaBHIIa
VHAISIOTCS 13 6a3bl 3HAHUH, CHCTEMAa BBIXOIHT U3 CTPOSL.

6. laxxe eciii HEKOTOpbIe coeAnHeHus oBpexaeHbl B NES, HelipoH-
Has CeTh BCE PaBHO BBIAACT Pa3yMHBIH OTBET.

7. HelipoHHbIE 3KCIIEpTHBIE CETH BEAyT ceOs HAMHOIO Jydlle MpH
OIIMOOYHBIX WM HEMOJIHBIX BBOAUMBIX JAHHBIX, YeM OOBIYHBIE IKCIIEPT-
HbIE cucTeMbl, MockoiIbKy NESs ncronb3ytoT Bce 3HaHus, copepKalime-
Csl B HEUPOHHBIX COCTMHEHHSX.

8. Haubonee BaxxHbIM koMmoHeHTOM NES siBrsieTcst anroputm o0yde-
HUSI, KOTOPBIH TTO3BOJSIET HAM aBTOMAaTHYeCKU TeHEpHUpOBaTh 0asy 3Ha-
HUH Ha OCHOBE 00yJaromuX MPUMEPOB.

7. Summarize the text and express your own opinion. Here are some
possible statements to support:

1. NESs combine benefits of both neural networks and expert sys-
tems;

2. Neural expert systems are ushering in an age where human-like de-
cisions are made by intelligent machines;
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3. ANNs are being treated as a standard nonlinear alternative to tra-
ditional models for pattern classification, time series analysis, regression
problems and future prediction;

4. Due to their ability to optimize processes over time, NESs have
become an important part of developing autonomous systems like driv-
erless cars, robotics and robotics-related applications such as facial rec-
ognition or realtime translation;

5. The increased accuracy and speed in processing data using NESs
certainly have the potential to revolutionize the industry and shape the
future of Al for years to come.

6. Obviously, in the nearest future, more and more companies will use
NESs more effectively in all their processes, such as marketing automa-
tion or customer service operations.

8. Develop the following ideas in writing an essay (120-150 words):
1. NESs provide faster and more accurate processing than traditional
Al methods.
2. Overfitting and underfitting are the two most common traps while
implementing neural expert systems.
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Unit 7
Logic Programming
Words and phrases
Programming paradigm — mapagurma nporpaMMUpOBaHHS
Domain — o0acts, cdepa, ToMeH
Leave up to smb/smth — ocTaBUTH KOMY-TO/4EMY-TO
Proper outcome — HaJUIeKAaIlIU pe3ynbTar
Confuse (with) — myTarth (¢), COMBATh C TOIKY
Data-driven — OCHOBAHHBIN HA JaHHBIX
Connective logic — COCTMHUTEIbHAS JIOTHKA
Clause — TIpeJIOKEHUE
Compound or nested clauses — cocTaBHbIE WM BIOKEHHBIE TIPETIOKEHUS
Core information — OCHOBHasl HH(pOpMaLus
Precise — TOYHBIN
Consistent — HEIPOTUBOPEUUBBI, IOCIEN0BATENbHBIN
Meaningful — 3HAUUMBIH, OCMBICIIEHHBIN
Logic/control plane — IJIOCKOCTB JIOTHKH/KOHTPOJIS
Vertex — BepIlMHA

Most computer programming languages fall into one of several pro-
gramming paradigms. A paradigm classifies a language based on its fea-
tures and how its programs are constructed and used. Logic program-
ming is a paradigm that uses a system of facts and rules. It is commonly
used in the Artificial Intelligence and machine learning domains. This
article explains the logic programming paradigm and compares it to oth-
er programming models. It also explains its benefits and use cases, and
introduces the most important logic programming languages.

What is Logic Programming

Logic programming languages were originally developed in the 1960s
in academia. It was originally designed to help study knowledge repre-
sentation and Artificial Intelligence. Logic programming is a variation of
declarative programming based on a type of formal logic called Predi-
cate Calculus. Declarative languages describe what the program should
do, but not how to do it. The precise algorithms and processing methods
are left up to the language, which is expected to generate the proper out-
come. Logic programming should not be confused with programming
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logic, which is a more general study of how logical rules apply in com-
puter programming.

Logic programs are completely data-driven and do not typically in-
clude any connective logic. Instead, the programs use a set of logical
statements, which are also called predicates.

Statement can be classified as either facts or rules. Logical statement
contains predicates.

Cat (x) cat-predicates
Cat(x)-eats mice (x) assumption

Facts are simple statements that do not contain a body clause. They
express the core information about a domain. Facts can take the form x is
true or x is y, where y is a statement about x. A real-world example might
be “Rex is a dog”. In symbolic logic, a fact only has a head named H, and
is expressed as follows: H.

Rules, also known as axioms, are logical clauses. Rules describe the
circumstances under which a relationship is valid. A rule contains a head
and a body and takes the form x is true if y and z are true. The x is true
section forms the head of the clause, while the if y and z are true por-
tions are the body. A simple example is “x can bite if x is a dog and x
is awake.” A rule containing head H and body clauses B1 to Bn can be
expressed symbolically using the following notation:

H:-Bl,...,Bn.

In the simplest case, the head and all body components are definite
clauses. This means they are atomic and do not contain any subclauses or
connective components. However, negations of definite clauses are still
allowed, such as “x is not y”. Some implementations also permit “if and
only if”, or iff, clauses. Some advanced programs permit very advanced
rules using compound or nested clauses. In any case, the syntax must
be very precise and consistent to be meaningful. The following logic
programming example demonstrates how predicate calculus is used. The
first rule categorizes dogs as animals. It can be written as follows:

animals(X) :- dog(X).
A subsequent statement asserts that Rex is a dog. dog(Rex).
Armed with these predicates, the program can automatically deduce
Rex is an animal without being told. The fact animal(Rex). is not re-
quired. The program can choose Rex as an example when a user is look-

ing for either a dog or an animal. If they are searching for something that
is not an animal, then the program knows Rex is not a satisfactory choice.
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The Mechanics of Logic Programming Languages

Logic programming uses controlled deduction, although the methods
vary between applications. A typical program includes a logic plane,
consisting of logical statements, and a control plane. The control algo-
rithm supplies problem-solving abilities.

Each application attempts to find patterns within the data. It attempts
to solve the problem only with the information it has been given and has
learned. At times, this information might be incomplete or contradictory.
When the logic program makes a well-reasoned decision, it is said to
be functioning “logically”. However, its decisions are only as good as
its predicates. If either the facts or the rules are incorrect, the output is
usually wrong too.

Problems are often solved internally through the use of an and-or tree.
The objective of a search is the top node, and the tree is parsed downwards
for possible solutions. From each level, the different possibilities at the
next lowest level are the “or” options. If two or more of these options are
bound together, this represents an “and” clause. In an “and” clause, both
choices must be true. If so, the set becomes one of the options for the “or”
clause. Logical programs also rely on backward reasoning, which draws
more specific conclusions from more general facts and rules. Backward
reasoning allows the program to use information taken directly from the
rules and inferences it has gained through deduction.

Different applications might use different algorithms in different situ-
ations, including parallel search and best-first search. A program can use
several approaches when a fact or rule is not defined. If there is no rule
describing the relation between x and y, then both x is y and x is not y
could potentially be false in some circumstances.

A pure logic programming environment does not use control state-
ments or connective code. The program must generate all responses
based on its library of facts and axioms. Some logic languages, includ-
ing ASP (Answer Set Programming) and Datalog, are purely declara-
tive. However, Prolog allows for some procedures and control struc-
tures.

Different Programming Paradigms

Each programming paradigm groups related programming languag-
es together. The programs are categorized according to their features
and execution model. The boundaries between the paradigms are not
clear cut and some languages combine features from multiple para-
digms.
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Computer scientists consider logic programs to be part of the declar-
ative programming paradigm. This relatively unconventional paradigm
occupies a small but important niche within programming. It can be bet-
ter understood through a comparison with the more traditional program-
ming paradigms. The following five paradigms account for most of the
best-known computer programming languages.

» Imperative Programming: This has historically been the most import-
ant programming paradigm. An imperative program tells the system
how to perform a task using step-by-step instructions. Ordered com-
mands are used to collect information and change the system state.
This model aligns with the structure of the underlying hardware,
which is designed to execute machine code similarly. Core imperative
concepts include the assignment of variables and the evaluation of
expressions. Control structures, including loops and conditional state-
ments, are used to direct the control flow of the program. However,
the instructions are read and executed sequentially. The order of exe-
cution is deterministic given the exact same inputs.

» Procedural programming: This is an evolution of imperative pro-
gramming that uses procedures, also known as subroutines or func-
tions. These procedures break the main program into smaller com-
ponents for easy reuse. The main program interacts with a proce-
dure through an interface. Procedural programming imposes greater
structure, organization, and modularity on a program, and allows
programmers to limit the scope of variables. It also reduces code
duplication, enhances maintainability and correctness, and makes
programs easier to read. Procedural programming has now almost
completely replaced free-form imperative programming. Some an-
alysts consider procedural and imperative programming to be part
of the same paradigm. The C programming language is a classic
example of a procedural language.

» Object-oriented programming: The object-oriented (OOP) para-
digm extends procedural programming concepts through the use
of objects and classes. Classes encapsulate variables, data struc-
tures, and internal functions known as methods, to provide a clean-
er interface. Object-oriented programs create and destroy objects,
which are particular instances of a class. For example, in a class
called Schedule, each Schedule object is an actual schedule be-
longing to an individual user. Each object maintains its own state
and is accessed through a clearly-defined interface. C++ and Java
are popular object-oriented languages.
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» Functional programming: This is an advanced programming par-
adigm centered around functions, which are used differently than
in other paradigms. In this model, functions are applied in a strict
mathematical sense, based on lambda calculus. Functions handle
almost all tasks, mapping or binding values to other values using
expression trees. They can be assigned to variables, passed as ar-
guments, and returned as values. However, these functions cannot
cause side effects or be affected by user input. In practice, functional
programs share some stylistic similarities with declarative program-
ming. They vary widely in implementation techniques and are con-
sidered difficult to understand and master. However, they have the
advantage of being easier to test due to their strict implementation.
Some popular functional programming languages include Lisp, Clo-
jure, and Haskell, but many traditional languages now include some
functional programming features.

Declarative programming: This paradigm includes logic program-
ming, database query languages, and configuration management
programs. These programs specify what must happen, but not how
it should happen. For example, declarative language might describe
the end state of the system. Implementation details are left up to the
programming language. These languages are often based on logic
and mathematics but do not usually use traditional control structures
or data structures. Instead, they often search for results satisfying the
request. Good examples include Prolog and the Structured Query
Language (SQL).

Although all logic programming languages are part of the declarative
programming paradigm, some of them incorporate imperative program-
ming practices. For example, Prolog includes imperative programming
devices, including loops, conditionals, and functions.

Specializations within the Logic Programming

Within the logic programming paradigm, there are several different
specializations. Each variation has a specific focus or adds new features
and attributes.

» Higher-order Logic Programming: The style enhances logic pro-
gramming with higher-order programming logic, such as predicate
variables. It allows functions, modules, and objects to serve as val-
ues. Higher-order logic programs are sometimes used to validate
formal proofs or theorems in math or logic. Several Prolog exten-
sions provide higher-order logic features.
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» Constraint Logic Programming: This variation allows constraints
to be added to a predicate. For example, a constraint can append
a valid range to any value. Constraints can potentially make rules
more flexible or more restrictive. The program calculates the set of
solutions satisfying all constraints. Constraint logic is used to solve
problems in engineering and timetable production.

» Concurrent Logic Programming: Concurrent logic is used in paral-
lel computing and distributed systems. It generates a set of guarded
clauses that might also have further subclauses to validate. It dis-
tributes the clauses across different processors, executing the search
in a parallel and non-deterministic manner. If more than one guard
satisfies the query, the system chooses one of the possibilities and
investigates the subclauses. Other guards satisfying the query might
be ignored.

» Abductive Logic Programming: This variation allows logic pro-
gramming to proceed using incomplete or unknown information.
The purpose of this type of search is to generate possible solutions
to a problem under investigation. It is often used in fault analysis
and natural language processing.

» [nductive Logic Programming: This model uses positive and neg-
ative examples in conjunction with its knowledge base. Programs
generalize a hypothesis inductively from the set of examples. In-
ductive logic is often used in natural language processing and bio-
metrics.

Why Logic Programming? Advantages and Disadvantages of its
Using
Logic programming is naturally designed to answer queries. It can
determine whether a query is true or false, or provide a list of choices
that satisfies the query. It can also order alternatives from most to least
relevant, or rank them on some other dimension. Logic programming is
not typically used for tasks requiring a lot of string or mathematical pro-
cessing or for lower-level system actions.
Some of the other advantages of logic programming include the fol-
lowing:
= Jtis very useful for representing knowledge. Logical relationships can
easily be transferred into facts and rules for use in a logic program.
= Users do not have to be experts in traditional programming to use
it. They only have to understand the logical domain and know how
to add the predicates. Logic programming syntax is straightforward.
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= It can be used to represent very complicated ideas and rapidly refine

an existing data model.

= It is very good at pattern matching.

= It is efficient in terms of memory management and data storage.

= It allows data to be presented in several different ways.

There are also some drawbacks to logic programming. It can be chal-
lenging to translate knowledge into facts and rules, and programs can
be difficult to debug and test. Unintended side effects are much more
difficult to control in logic programming than they are in traditional lan-
guages. Slight changes can generate vastly different outcomes.

Use Cases for Logic Programming

Logic programming can be used in any domain where a large amount
of data must be analyzed to make decisions. However, it is most com-
monly applied to a few subjects. Following are some places where logic
programming is most likely to be found.

v Artificial Intelligence/Machine Learning: This is one of the main
applications of logic programming. It is especially relevant because
it provides a structured method of defining domain-specific knowl-
edge. Al systems use their facts and rules to analyze new queries
and statements.

» Natural Language Processing (NLP): NLP handles interactions
between people and computers. It relies upon a system of rules
to interpret and understand speech or text. NLP systems translate
their insights back into a more data-friendly format. NLP systems
can also generate a relevant response to user requests and feed-
back.

» Database Management: Logic programming can determine the
best place in a database to store new data. It can also analyze the
contents of a database and retrieve the most useful and relevant
results for a query. Logic programming is frequently used with
large freeform NoSQL databases. These databases do not use ta-
bles to organize and structure data and must be analyzed using
other methods.

» Predictive Analysis: Logic programs can sort through a large amount
of data, analyze results and make predictions. This is especially
useful in areas such as climate forecasting, the monitoring of deep
space objects, and predicting equipment failures.

Logic programming is also used in fault diagnosis, pattern matching,

and mathematical proofs.
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Examples of Logic Programming Languages

There are dozens of different logic programming languages. Many of
these have been adapted from more generic programs for use in one spe-
cific domain. However, three widely-known languages are used across
different subject areas.

» Prolog: This is the original logic programming language, developed
at a French university in 1972. It was designed for use in Artificial
Intelligence and is still the most popular logic programming lan-
guage today. Prolog mainly uses the declarative programming para-
digm but also incorporates imperative programming. It is designed
for symbolic computation and inference manipulation. Its logical
rules are expressed in terms of relations and take the form of Horn
clauses. Queries use these relations to generate results. Prolog op-
erates by negating the original query and trying to find information
proving it false.

In Prolog, the Horn clause is written as:
H :- Bl,...,Bn.

o Antecedents (or left-hand side of the sentence) in the Horn Clause
are called subgoals or tail.

o The consequent (or right-hand side of the sentence) in the Horn
Clause is called goal or head.

o A Horn Clause with no tail is a fact. For example, rainy(seat-
tle). does not depend on any condition.

o A Horn Clause with a tail is a rule. For example, snowy(X) :-
rainy(X),cold(X)..

Developers use Prolog for database search, natural language process-

ing, expert systems, and planning operations.

» Datalog: Datalog is an offshoot of Prolog that uses a strict declar-
ative model. It is often used for machine learning, data integration,
and information extraction. Datalog programs are usually interpret-
ed by another programming language. Statements can be entered
without regard to order and finite-set queries are guaranteed to
terminate. It imposes more rules than Prolog does for reasons of
efficiency. Several open-source products are based on Datalog or
include built-in Datalog interpreters.

= Answer Set Programming (ASP): Not to be confused with the serv-
er-side scripting language sharing the same acronym. ASP is a form
of declarative programming designed to solve extremely difficult
search-related problems.
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ASP is represented as a finite set of rules in the form as shown
below:

a0 «—bl,...,bn,notcl,...,ck
From the above syntax:
o a is the head of the rule
o Thelistbl,...,bn,notcl, ..., ckis called the body of the rule

Some examples include graph coloring and Hamiltonian cycles on
large data sets. It reduces search problems to stable models. These mod-
els are then used to perform the search. All ASP queries are guaranteed
to resolve.

Concluding Thoughts about Logic Programming

Logic Programming is based on the declarative paradigm of comput-
er programming. Users specify the underlying data through a symbol-
ic system of relations, in the forms of facts and rules. Facts are simple
statements, while rules indicate relationships within the domain. A logic
program uses its body of predicates and the principle of deduction to an-
swer queries about the data. It is considered the best tool for representing
knowledge and logical relationships.

Logic programming is one of several programming paradigms, in-
cluding imperative/procedural, object-oriented, and functional models.
Several variations of logic programming also exist. It is used in Arti-
ficial Intelligence, natural language processing, database management,
and predictive analysis. Some of the best-known logic programming lan-
guages include Prolog, Datalog, and Answer Set Programming.

Notes:

Programming paradigms are a way to classify programming languages
based on their features. Languages can be classified into multiple par-
adigms.

Syntax in linguistics is the study of how words and morphemes com-
bine to form larger units such as phrases and sentences. Central
concerns of syntax include word order, grammatical relations, hi-
erarchical sentence structure (constituency), agreement, the nature
of crosslinguistic variation, and the relationship between form and
meaning (semantics).

Hamiltonian Cycle or Circuit in a graph G is a cycle that visits every
vertex of G exactly once and returns to the starting vertex.
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Graph coloring (in graph theory) is a special case of graph labeling; it is
an assignment of labels traditionally called “colors” to elements of a
graph subject to certain constraints. In its simplest form, it is a way of
coloring the vertices of a graph such that no two adjacent vertices are
of the same color; this is called a vertex coloring. Similarly, an edge
coloring assigns a color to each edge so that no two adjacent edges are
of the same color, and a face coloring of a planar graph assigns a color
to each face or region so that no two faces that share a boundary have
the same color.

Exercises:

1. Give Russian equivalents to the following words and phrases and
explain them in your own words:

To certain constraints; originally developed; pure logic programming
environment; offshoot of Prolog; strict declarative model; finite-set que-
ries are guaranteed to terminate; Prolog operates by negating the original
query; within the domain

2. Translate the sentences into Russian paying attention to the pre-
fixes and suffixes:

1. It was originally designed to help study knowledge representation
and artificial intelligence;

2. Unintended side effects are much more difficult to control in logic
programming than they are in traditional languages;

3. Programs generalize a hypothesis inductively from the set of exam-
ples;

4. It is designed for symbolic computation and inference manipula-
tion;

5. Classes encapsulate variables, data structures, and internal func-
tions known as methods;

6. Facts are simple statements that do not contain a body clause;

7. Logic programs are completely data-driven and do not typically in-
clude any connective logic

3. Give English equivalents to the following words and phrases:

HeOonpine m3MeHeHHs; MPUCBOCHUE TIEPEMEHHBIX; N00aBIATh HO-
BBIE CBOWCTBA H aTPUOYTHI; IO COOOpaskeHUIM (P HeKTHBHOCTH; ITpoOITe-
MBI, CBA3aHHbIE C MOUCKOM; 00pabOTKa €CTeCTBEHHOIO S3bIKa; CBOIMT
poOJIeMbl IOUCKA K CTa0MIIBHBIM MOAETISIM
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4. Answer the following questions:

1. What programming paradigms do you know?

2. What are the major specializations within logic programming?

3. Is logic programming based on declarative or procedural represen-
tation of knowledge?

4. Which of the following programming languages are considered to
be declarative: C++, Lisp, Prolog, Java, Haskell, ASP, SQL?

5. What are the main drawbacks of logic programming?

6. What fields of logic programming application do you know?

7. What are the basic benefits of using logic programming?

8. Why do we consider artificial intelligence and machine learning to
be the two most relevant areas of logic programming application?

5. Decide whether the statements are true or false:

1. Functional programming helps in solving complex problems, han-
dles symbolic computation, and also assists in code redundancy;

2. Logic programming is data-driven and assists in natural language
processing;

3. Logic programs are not easy to read and debug;

4. In the case oflLogic programming the architecture of the machine
can be changed without any change in the program or its fundamental
codes;

5. Facts and rules are the two important building blocks of logic pro-
grams;

6. A programming language can’t combine different programming
paradigms;

7. All logic programming languages are part of the object-oriented
programming paradigm.

6. Translate from Russian into English:

1. Jloruka c orpaHHYCHUSMH UCTIOIB3YETCS ATl PELICHUs 3a1a4 B 00-
JIACTU NMIPOEKTUPOBAHMUS M COCTABIICHUS PACIIHCAHMUS;

2. TouHble anTOPUTMBI U METOIBI 00OPaOOTKH OCTAIOTCS HA yCMOTpe-
HHE S13bIKa, KOTOPBIH, KaK OKUAAETCA, BBIAACT HAIICKALIHNA Pe3ynbTar;

3. HexoTopble IpOIBUHYThIE IPOTPaMMBI IOy CKalOT OYEHb CI0XKHBIE
IIPaBUIIA, HCTIOJIB3YIOUINE COCTABHBIEC MU BIOXKCHHBIE TIPEIOKECHUS;

4. VicKkyCCTBEHHBIH HHTENJICKT / MAIIMHHOE 00y4eHHE — 3TO OJHO U3
OCHOBHBIX IPUMEHEHHH JIOTHYECKOTO ITPOrpaMMHUPOBAaHHS. DTO 0COOCH-
HO aKTyaJIbHO, TIOCKOJIBKY OOCCIEeUMBAET CTPYKTYPHPOBAHHBIA METO[
OTIpeIeIICHUs 3HAHWA, CTIEU(DUIHBIX JJIs TIPEJAMETHON 00NIacTH;
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5. DT0 0COOEHHO IOJIE3HO B TAaKMX 00NACTAX, KaK MPOTHO3MPOBaHHE
KJIMMaTa, MOHHUTOPUHT OOBEKTOB AAJbHET0 KOCMOCAa W MPOrHO3HPOBa-
HHE 0TKa30B 000pYOBaHUS;

6. ASP — ¢opma mexapaTHBHOTO IPOrpaMMUPOBAHUS, IPEAHA3HA-
YCHHAasA 1 PCHICHU ‘Ipe3BbI‘laﬁHO CJIOXKHBIX 3aJa4, CBA3aHHBIX C I10-
HCKOM;

7. Prolog B OCHOBHOM HCITOJNIB3yEeT MapagurMy AeKIapaTHBHOTO MPO-
TpaMMHUPOBAaHUA, HO TAaKXKE BKIIHOYACT B ceost HUMIICPATUBHOC Iporpam-
MHPOBaHHE;

8. Jlormueckne mporpaMMBl MOTYT COPTHPOBAaTh OOMNBIION 00BEM
TaHHBIX, aHATN3UPOBATh PE3YJIBTAThI U JeTaTh IPOTHO3EI;

9. IlepeBectn 3HaHUS B (DaKThl M MpaBHIa MOXET OBITH HENPOCTO,
a MpOrpaMMBI MOTYT OBITh TPYAHBI JUIS OTIAIKH M TECTHPOBAHUS;

10. Jlornueckoe nmporpaMMHpOBaHHE OCHOBAHO Ha JEKJIApaTUBHOW
napajgurMe KOMITBIOTepHOro IporpamMmupoBanus. [lonb3oBarenu ompe-
JeJAI0T 6a30BbIe JaHHBIE C TIOMOILIBI0 CHMBOJIMYECKOH CHCTEMBI OTHO-
HIeHu B hopMe (paKkToB U MPABUIL.

7. Summarize the text and express your own opinion. Here are some
possible statements to support:

1. A programming paradigm classifies a language based on its features
and how its programs are constructed and used;

2. Logic programming is a variation of declarative programming
based on a type of formal logic;

3. In logic programming problems are often solved internally through
the use of an and-or tree;

4. A logic program uses its body of predicates and the principle of
deduction to answer queries about the data;

5. Logic programming is considered the best tool for representing
knowledge and logical relationships.

8. Develop the following ideas in writing an essay (120-150 words):
1. Almost all computer programming languages are classified under
different programming paradigms;
2. Artificial intelligence is one of the main applications of logic pro-
gramming.
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The Internet of Things
Words and phrases
Emerge — BO3HHKATh
Consumers — moTpeduTeNn
Attention-grabbing headlines — 3aronoBku, IpuUBJICKarOIINE BHUMAHUE
Decision-making process — mporecc IpUHATHSI peIeHHH
Embedded — BCTPOCHHBIN
Interoperability — COBMECTUMOCTb, B3aUMO3aMCHSIEMOCTD
Hinder — MPEnsATCTBOBATh
Waste and tedious process — HEHY>KHBIA U YTOMHUTEIIbHBIN MpoLiecc
Infrastructure readiness ~ — rOTOBHOCTb HH(PPACTPYKTYPHI
Investment incentives — WHBECTHIIMOHHBIC CTUMYJIBI

The Internet of Things is an emerging topic of technical, social and
economic importance. Consumer products, durable goods, cars and
trucks, industrial components and facilities, sensors, and other every-
day objects are combined with internet connectivity and powerful data
analysis capabilities that promise to transform the way we live and work.
A major shift in our daily routines can be observed along with the wide-
spread implementation of IoT devices and technologies. 10T is every-
where, although we don’t always see it or know that a device is part of
it. For consumers, new IoT products like Internet-enabled devices, home
automation components and power management devices drive us toward
seeing “Smart home”, which provides more safety and energy efficiency.
Other IoT personal devices such as wearable fitness and health monitors
that support the network-enabled medical devices are transforming the
way healthcare services are delivered. The Internet of Things transforms
physical objects into an information ecosystem shared between wear-
able, portable, and even implantable devices, making our life technology
and data rich. The IoT technology promises to be useful for powerful
data analysis capabilities and the elderly, allowing for improved levels of
independence quality of life at reasonable cost. Internet of things systems
such as networked vehicles, smart traffic systems, and sensors embedded
in roads and bridges bring us closer to the idea of “smart cities”, which
help reduce congestion and energy consumption. IoT technology offers
the potential to transform agriculture, industry, and energy production
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and distribution is increasing availability of information along the pro-
duction value chain using networked sensors. A number of companies
and research organizations have provided a wide range of expectations
about the potential impact of the internet of things on the internet and the
economy over the next decade. Huawei expects 100 billion IoT connec-
tions by 2025 estimating the potential economic impact of the Internet of
Things from $3.9 to $11 trillion annually in 2025, driven by: lower de-
vice prices, advanced cloud storage computing, higher speed and lower
delivery costs. This increases the number of machines and devices con-
nected to the Internet. Also estimated (2015) that the Internet of Things
will contribute 4% — 11% of global GDP in 2025.

However, at the same time, the Internet of Things raises significant
challenges that could stand in the way of realizing its potential benefits.
Attention-grabbing headlines about internet device hacking, surveillance
concerns, and privacy concerns have already captured the public’s at-
tention Technical challenges remain, and new political, legal and devel-
opment challenges arise. This discussion is “promise versus risk” along
with the flow of information through popular media and marketing can
make the internet of things a complex topic to understand.

The definition of the internet of things (IoT) is not definitively limited
and not currently defined, meaning that there is no general definition
approved by the majority or by the global user community, and therefore
the internet of things is maturing and continuing to be the newest, most
popular concept in the world of information technology.

The “thing” in IoT can be any device with any type of sensor embed-
ded with the ability to collect data and transmit it across the network
without manual intervention. The technology embedded in the object
helps to interact with internal states and the external environment, which
in turn aids in the decision-making process.

The internet of things (IoT) is a framework in which all things have a
representation and a presence on the Internet. More specifically, the in-
ternet of things aims at offering new applications and services bridging
the physical and virtual worlds, in which machine-to-machine (M2M)
communications represents the baseline communication that enables
the interactions between things and applications in the cloud. This is
defined by IEEE communication magazine. Oxford Dictionaries pro-
vides a summary definition that calls the internet as an element of IoT:
“Internet of things (noun): The interconnection via the internet of com-
puting devices embedded in everyday objects, enabling them to send
and receive data”.
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The internet of things creates an inclusive information system, which
consists of smaller information systems; smart devices are connected to
the smart home system and connected to smart city systems. In reality,
the internet of things is far more complicated than that. While security
considerations are not new in the IT context, the features of many loT
applications present new and unique security challenges. Facing these
challenges and ensuring security in IoT products and services should be a
primary priority, and users need to trust that IoT devices and related data
services are protected from vulnerabilities, especially as this technolo-
gy has become more pervasive and integrated in our daily lives. Poorly
secured IoT devices and services can act as potential entry points for a
cyberattack and expose user data to theft by leaving data flow insuffi-
ciently protected. The interconnected nature of IoT devices means that
every poorly secured device connected to the internet has the potential
to affect Internet security and resiliency globally. This challenge is am-
plified by other considerations such as the widespread deployment of
homogeneous loT devices, the ability of some devices to automatically
connect to others, and the potential for deploying these devices in inse-
cure environments.

Privacy

The full potential of the internet of things depends on strategies that
respect individual privacy options across a wide range of expectations.
The data flows and user privacy that IoT devices provide can open up
incredible and unique value for IoT users, but concerns about privacy
and potential harms may hinder the full adoption of IoT. This means that
privacy rights and respect for user privacy expectations are integral to
ensuring user confidence in the Internet, connected devices, and related
services.

Interoperability and Standards

Interoperability is the ability to exchange information between var-
ious IoT devices and systems. This exchange of information is not
based on published software and hardware. The problem of interop-
erability arises due to the heterogeneous nature of the technology and
the various solutions used to develop IoT. With interoperability as
an important issue, researchers have agreed with several solutions
such as adaptive, gateway based, virtual network and service-based
architecture. They are also known as approaches to dealing with in-
teroperability. Although the methods of dealing with interoperability
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relieve the possibility of interoperability which could be an area for
future studies.

The use of 10T devices raises many new regulatory and legal ques-
tions in addition to amplifying existing legal issues around the Internet.
The questions are wide-ranging, and the rapid rate of change in IoT
technology often outpaces the adaptability of associated policies and
legal and regulatory structures. With the development of the Internet of
Things, many real-life problems have been solved but have also given
rise to critical ethical and legal challenges such as data security, privacy
protection, trust, security, and data usability. It has also been observed
that the majority of IoT users support government rules and regula-
tions regarding data protection, privacy and safety due to mistrust of
IoT devices. Therefore, this issue should be taken into consideration
to maintain and improve trust among people regarding the use of IoT
devices and systems.

Emerging Economies and Development

The internet of things holds great promise to deliver social and eco-
nomic benefits to emerging and developing economies. This includes
areas such as sustainable agriculture, water quality and use, health care,
manufacturing, and environmental management, among others. As such,
the internet of things holds promise as a tool for achieving the United
Nations Sustainable Development Goals.

Communication

The internet of things consists of many smart devices that communi-
cate with each other. These devices enable data exchange and collection.
Smart devices can have a wired or wireless connection. Typically, loT
devices connect to the Internet through the Internet Protocol (IP) stack.
This combination is very complex and requires a large amount of power
and memory from the connected devices. These devices can also be con-
nected locally through NON-IP networks which consume less power and
connect to the internet via smart gateway.

Device-to-Gateway Communications

Simply, this means that there is an application program running on
a local gateway device which acts as an intermediary between device
and cloud service and provides security and data translation. This new
wave of technology will stand at the leading position for all technologies
around the world, which are directed towards billions and billions of
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connected smart devices that use all the data in our lives. With new wire-
less networks, high sensors, and superior capabilities, IoT applications
promise to make our lives easier and bring enormous value. Some uses
of [oT applications are found in several important areas.

Transportation/Mobility

Maintaining vehicle health: Predictive maintenance technology relies
on the use of internet of things communication tools that collect data
about the performance of different parts, transfer that data to the cloud
in real time and assess the risk of a possible malfunction of the vehicle’s
hardware or software. After the information is processed, the driver is
notified and informed of any service or repair necessary to avoid poten-
tial accidents. With internet of things connectivity tools, you can forget
about unplanned stops or breakdowns during the ride.

Transforming the meaning of vehicle ownership: One of the most in-
teresting future applications of the IoT in transportation is vehicle own-
ership. According to a recent study by Tony and James, car ownership
will decrease by 80% by 2030. You can see that actually happen. City
dwellers sell or never buy cars. They choose to use ride-sharing and ve-
hicle-sharing platforms, or ride-sharing, in addition to relying on steadily
improving public transportation services.

Energy

With energy consumption worldwide expected to grow by 40% over the
next 25 years, the need for a smarter energy solution has reached an all-
time high. Fortunately, there are some major shifts towards more efficient
energy management from smart light bulbs to fully autonomous offshore
oil platforms. Overall, [oT is revolutionizing nearly every part of the ener-
gy industry from generation to transmission to distribution and changing
how energy companies and customers interact. It is difficult to underesti-
mate the current impact of the Internet of Things on the energy sector. With
the increasing demand for process automation and operational efficiency,
more companies are exploring IoT use cases in energy management.

Energy system monitoring and maintenance: 10T can be used in the
energy industry to track a number of system metrics, including over-
all health, performance, and efficiency. As a result, their maintenance is
simplified. Whether it’s a wind turbine, solar panels, or other important
equipment, it can be difficult to pinpoint a problem before the system
crashes. Moreover, checking for issues manually is a very wasteful and
tedious process.

113



Unit 8

Smart Cities

Thanks to the power of the internet of things, entire cities are becom-
ing digitally interconnected and thus smarter. By collecting and analyz-
ing huge amounts of data from [oT devices across different city systems,
cities improve the lives of citizens. Smart cities can make better deci-
sions through the data they collect on infrastructure needs, transportation
requirements, crime and safety. A study shows that using existing smart
city applications, cities improve quality of life indicators (such as crime,
traffic, and pollution) by between 10% and 30%. Internet of things tech-
nologies in everyday life as part of your home, transportation, or city,
relate to a more efficient and enjoyable life experience. loT promises
a better quality of life through routine chores and increased health and
wellness.

Ultimately, solutions will not be found to maximize the benefits of
the IoT while minimizing the risks by engaging in a polarized discus-
sion that pits [oT’s promises against its potential risks. In a way, it will
take informed participation, dialogue and collaboration across a range
of stakeholders to chart the most effective way forward, and the set of
[oT challenges will not be limited to industrialized countries. Developing
regions will also need to respond to realize the potential benefits of the
internet of things. In addition, it will need to address unique needs and
challenges for implementation in less developed regions, including in-
frastructure readiness, market and investment incentives, technical skills
requirements, and policy resources.

What are the opportunities and challenges in the development of
smart and IoT based technologies?

Rapidly developing and implementation of smart and IoT technologies
has created a number of potential opportunities in technological advance-
ments for different aspects of life. However, there are also a number of is-
sues with smart technology that should be considered when implementing
it into specific areas of life, such as health care or sustainability.

One of the most important aspects of the future of IoT is its potential
to change the way we live, work and campus. There are various impli-
cations of this technology, some of which have already begun to have
a significant impact on our lives. Additionally, advances in biometric
technology can be used to authenticate people in various areas (such
as restaurants or manufacturing). Needless to say, these developments
could have far-reaching implications for our day-to-day lives and how
we interact with the world around us.
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Exercises:

1. Give Russian equivalents to the English words and phrases:

An emerging topic; powerful data analysis capabilities; widespread
implementation; ecosystem shared between wearable, portable, and
even implantable devices; people with disabilities; reduce congestion
and energy consumption; estimating the potential economic impact; at-
tention-grabbing headlines; embedded with the ability to collect data;
manual intervention; services bridging the physical and virtual worlds;
unique security challenges; protected from vulnerabilities; this challenge
is amplified; incredible and unique value; may hinder the full adoption;
the internet of things holds great promise to deliver social and economic
benefits; sustainable agriculture; devices enable data exchange and col-
lection; predictive maintenance technology; malfunction of the vehicle’s
hardware; across a range of stakeholders; market and investment incen-
tives; technical skills requirements.

2. Translate the extracts from the text into Russian:

1. A number of companies and research organizations have provided
a wide range of expectations about the potential impact of the internet of
things on the internet and the economy over the next decade. Huawei ex-
pects 100 billion IoT connections by 2025 estimating the potential eco-
nomic impact of the Internet of Things from $3.9 to $11 trillion annually in
2025, driven by: Lower device prices, advanced cloud storage computing,
higher speed and lower delivery costs. This increases the number of ma-
chines and devices connected to the Internet. Also estimated (2015) that
the internet of things will contribute 4% — 11% of global GDP in 2025.

However, at the same time, the internet of things raises significant
challenges that could stand in the way of realizing its potential benefits.
Attention-grabbing headlines about the internet device hacking, surveil-
lance concerns, and privacy concerns have already captured the pub-
lic’s attention Technical challenges remain, and new political, legal and
development challenges arise. This discussion is “promise versus risk”
along with the flow of information through popular media and marketing
can make the internet of things a complex topic to understand.

The definition of the internet of things (IoT) is not definitively limited
and not currently defined, meaning that there is no general definition
approved by the majority or by the global user community, and therefore
the internet of things is maturing and continuing to be the newest, most
popular concept in the world of information technology.
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The “thing” in IoT can be any device with any type of sensor embed-
ded with the ability to collect data and transmit it across the network
without manual intervention. The technology embedded in the object
helps to interact with internal states and the external environment, which
in turn aids in the decision-making process.

2. Interoperability is the ability to exchange information between var-
ious IoT devices and systems. This exchange of information is not based
on published software and hardware. The problem of interoperability
arises due to the heterogeneous nature of the technology and the various
solutions used to develop IoT.

With interoperability as an important issue, researchers have agreed
with several solutions such as adaptive, gateway based, virtual network
and service-based architecture. They are also known as approaches to
dealing with interoperability. Although the methods of dealing with in-
teroperability relieve the possibility of interoperability which could be
an area for future studies. The use of [oT devices raises many new regu-
latory and legal questions in addition to amplifying existing legal issues
around the internet. The questions are wide-ranging, and the rapid rate of
change in IoT technology often outpaces the adaptability of associated
policies and legal and regulatory structures. With the development of the
internet of things, many real-life problems have been solved but have
also given rise to critical ethical and legal challenges such as data securi-
ty, privacy protection, trust, security, and data usability. It has also been
observed that the majority of IoT users support government rules and
regulations regarding data protection, privacy and safety due to mistrust
of IoT devices. Therefore, this issue should be taken into consideration
to maintain and improve trust among people regarding the use of IoT
devices and systems.

3. Thanks to the power of the Internet of Things, entire cities are
becoming digitally interconnected and thus smarter. By collecting and
analyzing huge amounts of data from IoT devices across different city
systems, cities improve the lives of citizens. Smart cities can make better
decisions through the data they collect on infrastructure needs, transpor-
tation requirements, crime and safety. A study shows that using existing
smart city applications, cities improve quality of life indicators (such as
crime, traffic, and pollution) by between 10% and 30%. Internet of things
technologies in everyday life as part of your home, transportation, or city,
relate to a more efficient and enjoyable life experience. IoT promises
a better quality of life through routine chores and increased health and
wellness.
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Ultimately, solutions will not be found to maximize the benefits of
the IoT while minimizing the risks by engaging in a polarized discus-
sion that pits IoT’s promises against its potential risks. In a way, it will
take informed participation, dialogue and collaboration across a range
of stakeholders to chart the most effective way forward, and the set of
IoT challenges will not be limited to industrialized countries. Developing
regions will also need to respond to realize the potential benefits of the
internet of things. In addition, it will need to address unique needs and
challenges for implementation in less developed regions, including in-
frastructure readiness, market and investment incentives, technical skills
requirements, and policy resources.

3. Give English equivalents to the Russian words and phrases:

Berpoennas BO3MOXHOCTE cOOpa IaHHBIX; PYYHOE BMEIIATEIBCTBO;
CEPBHCHI, COCIAHHSIONE (H3HICCKAE W BUPTYyaIbHBIC BO3MOXKHOCTH;
BHOBb BO3HHUKAIOIINE YHHUKAJbHbIE MPOOIEMbl O€30MaCHOCTH; BCE 3asiB-
JIEHHBIE TIPOrPaMMBbI 3aIHILIEHbI OT YA3BUMOCTEIl; CO BpeMEHEM 3Ta IMpo-
Onema ycyryoisieTcs; He0OXOAUMO LIEHUTh HEBEPOSTHYIO M YHUKAIBHYIO
LIEHHOCTb; MOXXET MPEMSATCTBOBAaTh MOJIHOMY BOCCTAHOBJIEHHIO TaKOTO
poAa mporpaMM; B HACTOsIIIIEe BPeMsi MHTEPHET Belleld uMeeT OOoJbIe
TIEPCTICKTUBHL IS 00ECIICUEHHsI CONUANBHBIX M SKOHOMHYIECKUX BBITO]
JIF000TO YPOBHS; YCTOWYHBOE CEITBCKOE XO3SMCTBO; COBPEMEHHBIC YCTPOU-
cTBa 00eCIeuynBarOT OOMEH U cOOp JaHHBIX; TEXHOJOTHSI MPOQUITAKTHIC-
CKOT'0 00CITyKMBaHUS; HEMCIPABHOCTh alapaTHON YacTH TPAHCIIOPTHOTO
CpeACTBa TPO3UT OONBUIMMHU HENPUSATHOCTAMMU; MO LEJIOMY PAAY BOIPO-
COB [P NIEPErOBOPax 3aMHTEPECOBAHHBIX CTOPOH; PHIHOYHBIEC U HHBECTH-
LUOHHBIE CTUMYJIbI; TPEOOBaHUS K TEXHUUECKUM HaBBIKaM.

4. Answer the following questions:

Why do we speak about the Internet of Things as the emergency prob-
lem?

1. What makes the Internet of Things so powerful and helpful technol-
ogy nowadays?

2. What are the most interesting implementations of the Internet of
Things in the nearest future?

3. Why is the interoperability of IoT so important?

5. Translate the following texts from Russian into English:
1. NuTepHer Bemied MHOTIA TPAKTYIOT KaK CHHOHMM CHCTEM smart
(B mepeBojie € aHINI. — YMHBIH): YMHBIE YCTPOMCTBA, yMHBIE I0OMa, yM-
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HBII TOpOA, YMHasl CpeAa, YMHbIE IpeAnpusaTus u T. 1. Jlanee paccMoT-
pUM HX monpobHee.

Ymnvie ycmpoiicmea MoryT cobuparb AaHHBIC, OTCIEKHBATh HAeii-
CTBUSI M HACTPaMBaTh OMBIT Ui HYXKA W KeJaHWH moyib3oBareneid. Mx
MOXHO HOCHUTh Ha Pa3HBIX YACTSIX Tena (TOJIOBE, IIa3ax, 3aIsCTbe, Ta-
UM, pyKax, ManbliaX, HOTax), JIMOO 3TH YCTPOWCTBA BCTPAUBAIOTCS
B Pa3IMYHbIC HIEMEHTHI OIS

Yumnoui 0dom — 3T0 MHTETpaIysi TEXHOJIOTHH W YCIIYT MOCPEACTBOM
JOMAITHEH CeTH UIs MOBBIIICHUS KadeCTBa XHM3HU. PermreHus »Toi Ka-
TETOPHH JEIAlOT XU3Hb BIaeNbIeB qoMa Oojee yToOHOH M IPUSTHOM.
Hexotoprie U3 HUX TpeqHa3HAYECHBI [T OKAa3aHUs ITOMOIIH ITTOXKHIIBIM
B ITOBCEAHEBHOH IEATEIHHOCTH U MOHUTOPHHTE 3I0POBbs. V3-3a BBICO-
KOTO PHIHOYHOTO OTEHITHAJIA BCE OOJIBIIE HHTEIUICKTYalIbHBIX PEIICHUH
JUIA IoOMa BBIXOJHT Ha PBIHOK — YMHOE YIIpaBJICHHE SHEPTUEH U pecyp-
caMU B OCHOBHOM HaIlpaBiieHO Ha B3aUMOJICHCTBUE CUCTEMBI U JCATEb-
HOCTH Y€JIOBEKA.

Ymmwiii 20pod — 3T0 TOPOACKON PETHOH, KOTOPBII UMEET IEPEIOBYIO
UHPPACTPYKTYPY, KOMMYHUKAIIUU U JKU3HECIIOCOOHBIN PBIHOK. JTO TO-
pon, rae WHGOPMAIMOHHBIE TEXHOJIOTUU SBISIOTCS OCHOBOW LTSI TIpe-
JIOCTABJICHHUS OCHOBHBIX yCIyT XHUTEIIM. CyIIecTByeT MHOKECTBO TEX-
HOJIOTUYECKHX IUIaropM, BKIIFOUAs aBTOMAaTU3UPOBAHHBIC CEHCOPHBIC
CETH W IICHTPBl 00paboTKu naHHBIX. daktnyecku roponackor loT Ha-
MpaBJIeH Ha NUCIIOIB30BaHIE CaMBIX COBPEMEHHBIX KOMMYHUKAIIMOHHBIX
TEXHOJIOTUH C ETbI0 TOAICPIKKH TOTIOTHUTEIFHBIX YCITYT IS aAMUHH-
cTparuu ropoaa u ropoxad. [lpumenenne napamurmsel loT k ropoxcko-
My KOHTEKCTY MpeCTaBIAET 0COObI HHTEPEC, MOCKOIIBKY OHa pearupy-
€T Ha TEHAEHIMI0 MHOTUX HAllMOHAJBHBIX MPABUTEILCTB K BHEIPEHUIO
WH(POPMALIMOHHO-KOMMYHHUKAIIMOHHBIX PEIICHUH B yMPaBIEHUH TOCY-
JTAPCTBEHHBIMHU JIEJIaMHU.

2. K 2030 roxy Bo Bcem Mupe OyneT akTuBHUpoBaHo Oonee 100 mupa
YMHBIX YCTPOUCTB, uTO B 10 pa3 npeB3oiiieT HaceneHue miaHeTsl. B ka-
KHX HalpaBJICHUAX OyJIeT Pa3BUBATHLCS HHTEPHET BEIeH U KaKue KoMIIa-
HUU MOTYT cTaTh OcHepuuapamMu TpeHaa?

JloMoBIaneNbIbl, NCIONB3YIOMNE KaMepy BUACOHAOTIONCHUS IS
3aIIUTHl CEMBH; PepMephl, HaOMIOAAIINE 32 TOCEBAMHU C MTOMOIIBIO
JIPOHOB; CIIOPTCMEHEI, MPUMEHSIONINE YCTPOHCTBA ISl ONTHMH3AI[IU
TPEHUPOBOK, — BCE Mbl CTAHOBUMCS YaCTbI0 CUCTEMBI 110/ Ha3BaHU-
eM «unaTepHeT Bemei» (IoT). B 2019 rony peiaok ycTpoiicts loT no-
ctur otMeTku $742 mupa, a k 2023 rofy, Mo NporHo3aM aHaJIUTHKOB
IDC, on moxer mpeBsicuTh $1 TpiH.
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The Internet of Things

‘YMHBI# oM, YMHBIH TajKeT. MOXKHO BBIJISITUTH HECKOJIBLKO 00IacTel,
rae npumenenue loT-ycTpoiicTB OyaeT akTuBHO pacT. Bo-mepBeIx, 3T0
9KOCHUCTEMA YMHBIX JJOMOXO3SHCTB: Pa3InYHbIE JATYUKH, IAMIIOUYKH, PO-
3eTKH, ObITOBasi TeXHHUKA. LIn(ppoBrie BUPTYyaIbHBIE aCCUCTEHTHI BPOAE
Alexa (Amazon), Google Assistant win «Anmca» («SHmekcy») craHo-
BATCSI CBO€OOPA3HBIM MTPOBOTHIUKOM MEX]Y CETHIO YCTPOMCTB U YeTIOBE-
koM. C TIOMOII[BIO TOJIOCOBBIX TTOMOIITHUKOB MOXHO YTIPABIISATh PabOTON
loT-TeXHUKH: BKJIIOYATH CBET, BHIOMPATh MY3BIKY, 3aITyCKaTh KOHIUIIH-
onep uiu nbutecoc. B 2020 roxy atoT cerment peiaka loT onenuBaics
B $79 mupxa, a k 2026 roxy Beipactet g0 $314 mipa.

Eie ogHa 061acTh akTHBHOTO MPOHUKHOBeHMsI [0T — coBpeMeHHBIe
aBTOMAaTH3WPOBAaHHBIE TMPOM3BOJACTBA. [IprMEHEHHE TMONKITIOYCHHBIX
YCTPOMUCTB MO3BOJISIET YBEITMUMBATH CTETICHb aBTOMATHU3AIINH, OCYIIECT-
BIISITH yAaJIEHHOE YIPaBJIeHUE U MOHUTOPUHT.

[Ipoananu3upoBaB BpeMeHHbIE 3aTpaThl pabouyuX Ha MPOU3BOACTBE,
koHIIepH Bosch obnapyxwui, uto paboune TpaTaT G0JIBIIOE KOTHIECTBO
BPEMEHHU Ha MMOMCK WHCTPYMEHTOB B 11eXy. UTOOBI peluTh 3Ty podiemMy,
KOMMaHHs JOoOaBWJIa K CBOMM WHCTPYMEHTaM JATYUKH OTCIICKHBAHUS.
Takum 00pa3oM, COTPYAHHKH BCETJa 3HAIOT, IJIe JISKHUT TOT WJIA WHOU
WHCTPYMEHT, U HE TPATAT BPEMs Ha €T0 MOUCK. DTO MOBBIIIACT POU3BO-
JTUTETHLHOCTH TPy/la pabouuX M B UTOTE YBEITUYNBAET JOXOABI KOMITAHHH.
[To nanueM Grand View Research, B 2020 roxy cerment loT-ycTpoiicTs
JUI aBTOMATH3alliy MPOU3BOACTB oreHuBaics B $215 mupa. K 2025
roxy oH BeIpacteT 10 $950 mup.

3. Uto nmpou30iiieT, eciii OTAeNbHbIE TEXHUIECKHUE YCTPOUCTBA MPH-
00peTyT ceTeBoit nHTepderc? OYeBUIHO, UTO PE3yasTaToM OyaeT Oec-
MPELECHTHOE KOIMYECTBO «BEIIeH», TOAKIIIOUEHHBIX K ceTH HTepHeT.
MeHnee oueBUACH OTBET Ha BOMPOC, YTO 3TO OyIeT O3HAYaTh AJIS YIIpaB-
nenus MutepHeroM. B cBete koHuemmmu MuTepHera Bemelt (Internet
of Things, [oT) B3ammopeHCTByIOIIME YIIPABIEHYECKUE CTPYKTYDHI
YK€ TPHUCIIOCAOIMBAIOTCS K TOMY, YTOOBI COOTBETCTBOBATH IBOJIIOIMH
npuMmeHenuit Marepnera. OqHako, IOCKOJIBKY CTPYKTypa YIpPaBlIeHHs
MPOIOJIKAET Pa3BUBATHLCS, OE30MAaCHOCTH MOJIB30BaTENICH CTaHOBHUTCS
TIPUOPUTETOM IS BCEX IMOCTABIIMKOB TEXHUYECKUX W MPOTPAMMHBIX
peweHunii. B xonTekcTe MTHTEpHETA BEnel B JaHHOU CTaThe Mpeiaraet-
csl ompezeNieHue MUQPPoBoil 0€30MACHOCTH, OTIMYAIOIIEECsS OT 3aIUThI
JNAaHHBIX, a TaKke 00CY)KOaeTcs TO, KaK yIpaBJICHHE, 3aTparuBaroliee
Pa3IMYHBIX 3aWHTEPECOBAHHBIX JIMII, MOXKET MIPUMEHSATHCS AJisl obecrie-
YyeHHs Takol Oe3omacHocTu. B paboTe Taike paccMaTpuBarOTCA BOIPO-
Chl MHTETpallMHd «CTapbIX» OTpacieid u TpaHCHOpMalUU YIPaBICHUS
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VMU B «MYJIETH» MOJIETh TI0 MEpe TOTO, KaK WX MPOAYKTHI M YCIIYTH CTa-
HOBSITCS OHJIAHHOBBIMH. OOCYXk/aeTcs, KaK THICSYM MPOU3BOIUTEICH,
TPaJULIMOHHO TMPOU3BOIAIINE HE CBSA3aHHBIE MEXIY COOOH «BeIIm»,
aJlaTUPYIOTCS K POJI CTEHUK-X0NepoB MIHTepHETa U KaK 3TO U3MEHSET
Halie npenctaBieHue o0 ynpasieHuu Uuatepaerom. Ocoboe BHUMaHHE
B CTaTbe yAEJIEHO TOMY, KaK 3TO CBS3aHO C BOIPOCaMU 0E30MacHOCTH,
KOTOpBIC CTAHOBATCS BCE 0OJiee akTyaJ bHBIMH B CBSI3U C HIMPOKHM pac-
npocTpaHneHueM VHTepHEeT-OpHeHTHPOBAHHBIX (PH3MUECKUX YCTPOUCTB.

4. Ha Teopuro ymnpaBieHHS CYIIECTBEHHOE BIUSHHE OKa3bIBAIOT
Hay4YHbIC TEXHOJIOTHYECKHE JTIOCTHKCHUS. BaKHBIM (akTOpoM COBpe-
MEHHOTO Pa3BUTHS yIPABICHUYECKOW NEATEIHHOCTH BBICTYIAIOT pac-
npenejacHHble HHPOPMAIIHOHHBIC TEXHOJIOTHH. OJHUM H3 TOAXOI0B,
peaNv3yIINM paclpeeieHHOe YIIpaBIeHUE, SBISIOTCS CETEBbIC
CHCTEMBI M TeXHOJOTrHH. OIHONW M3 TaKUX TEXHOJOTHH U CUCTEM SIB-
nsercs TexHojorus UutepHer Bemieil. [losiBneHue 3TOM TEXHOJIOTUU
KaK HOBOTO 3Tamna rmo0ajbHOT0 TEXHOJIOTHYECKOTO PAa3BUTHS CBA3aHO
1 O0yCJIOBIIEHO AMHAMHYHBIM BHEIPEHHEM WH(GOPMAIMOHHO-KOMMY-
HUKAIIMOHHBIX TEXHOJIOTHI BO BCE cephl KU3HU 00IIecTBa. JTa TEX-
HOJIOTHSI MIPOSIBISICTCS TPEXIE BCEro B OBICTpopacTymied mudpoBoit
SKOHOMHKE, OTHPAIOIICICS HA MAacCOBOE HCIOIb30BAHUE TEXHOJIOTUI
WNntepHeTt, 1OCTMKEHUNW MUKPOIJIEKTPOHUKH M MPOTPAMMHON WHXKE-
Hepuu. VIHTepHET-Beled M pelieHrsl Ha UX OCHOBE YacTO Ha3bIBAIOT
«yMHBIMEY» (smart). CerofHs oHHW HaubOoJiee NIMPOKO MPEICTABICHBI
B TaKUX OOJIACTAX, KAaK «YMHOE MTPOU3BOACTBO», «YMHAsl SHEPTETHKAY,
«YMHasl arpoKyibTypa», «yMHasl JIOTUCTHKA», «YMHBIA TPaHCIOPT,
«YMHBIH JIOM», «YMHBIH TOPOI», «yMHOE 3JPaBOOXPAHEHUE» H ITOT
repeveHb, OUEBUIHO, OY/IET TOJIBKO PACTH, OXBAThIBAasl BCE HOBBIC PbI-
HOYHBIC CETMEHTHI.

6. Summarize the main ideas of the text and express your own opin-
ion. Here are some possible statements to support:

1. What are the pros and cons of the “smart house”?

2. Give the examples of IoT implementation.

3. Why do you think the theme of 10T is so popular nowadays?

4. Present your own view on loT.

7. Develop the following ideas in writing an essay (120-150 words):
1. From the beginning, [oT devices have been notoriously vulnerable

to cyber-attacks. There are countless examples of loT devices being in-

corporated into botnets (like the infamous Mirai botnet) or being hacked
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The Internet of Things

to misuse or access other parts of a network. This problem isn’t going to
just go away because, unfortunately, it stems from some inherent issues
with IoT devices.

2. To transmit and receive data, IoT devices need a network connec-
tion. Lose the connection, and you lose the device’s capabilities. While
there are numerous IoT connectivity solutions, they’re all best suited for
different types of coverage. The solution you choose can severely limit
where you can deploy. This makes coverage a constant [oT challenge.



Unit 9

Al-based Modeling:
Techniques, Applications and Research Issues

Words and phrases

To envision — TIPeAToararb, peaycMaTpUBaTh, IPEABUICTD
Interconnectivity — B3aUMOCBS3aHHOCTb

Non-linear — HEJIMHEHHBINA

Self-awareness — caMmoco3HaHUE

Ultimately — B KOHEYHOM CYETE

Milestone — Bexa

Bandwagon — maccoBoe JBHKEHHE, YBIICUCHHE, TOOSKIAIOIIAst CTOPOHA
Vulnerability management — ympaBieHHEe YI3BUMOCTIMH

Standpoint — TOYKA 3pEHUS

Enormous volumes of data— orpoMHbIe 00beMbI TaHHBIX

Nowadays, we live in a technological age, the Fourth Industrial Revo-
lution, known as Industry 4.0 or 4IR, which envisions fast change in tech-
nology, industries, societal patterns, and processes because of enhanced
interconnectivity and smart automation. This revolution is affecting al-
most every industry in every country and causing a tremendous change
in a non-linear manner at an unprecedented rate, with implications for
all disciplines, industries, and economies. Three key terms Automation,
i.e., reducing human interaction in operations, Intelligent, i.e., ability to
extract insights or usable knowledge from data, and Smart computing,
i.e., self-monitoring, analyzing, and reporting, known as self-awareness,
have become fundamental criteria in designing today’s applications and
systems in every sector of our lives since the current world is more re-
liant on technology than ever before. The use of modern smart technol-
ogies enables making smarter, faster decisions regarding the business
process, ultimately increasing the productivity and profitability of the
overall operation, where artificial intelligence is known as a leading tech-
nology in the area. The Al revolution, like earlier industrial revolutions
that launched massive economic activity in manufacturing, commerce,
transportation, and other areas, has the potential to lead the way of prog-
ress. As a result, the impact of Al on the fourth industrial revolution mo-
tivates us to focus briefly on “Al-based modeling” in this chapter.
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Artificial intelligence is a broad field of computer science concerned
with building smart machines capable of performing tasks that typically
require human intelligence. In other words, we can say that it aims to
make computers smart and intelligent by giving them the ability to think
and learn using computer programs or machines, i.e., can think and func-
tion in the same way that people do. From a philosophical perspective,
Al has the potential to help people live more meaningful lives without
having to work as hard, as well as manage the massive network of in-
terconnected individuals, businesses, states, and nations in a way that
benefits everyone. Thus, the primary goal of Al is to enable computers
and machines to perform cognitive functions such as problem-solving,
decision making, perception, and comprehension of human communi-
cation. Therefore, Al based modeling is the key to building automated,
intelligent and smart systems according to today’s needs, which has
emerged as the next major technological milestone, influencing the fu-
ture of practically every business by making every process better, faster,
and more precise.

While today’s Fourth Industrial Revolution is typically focusing on
technology-driven “automation, intelligent and smart systems”, Al tech-
nology has become one of the core technologies to achieve the goal.
However, developing an effective Al model is a challenging task due to
the dynamic nature and variation in real-world problems and data. Thus,
we take into account several Al categories:

The first one is “Analytical AI” with the capability of extracting in-
sights from data to ultimately produce recommendations and thus con-
tributing to data-driven decision-making; the Second one is “Functional
AI” which is similar to analytical Al; however, instead of giving recom-
mendations, it takes actions; the Third one is “Interactive AI” that typi-
cally allows businesses to automate communication without compromis-
ing on interactivity like smart personal assistants or chatbots; the Fourth
one is “Textual AI” that covers textual analytics or natural language pro-
cessing through which business can enjoy text recognition, speech-to-
text conversion, machine translation, and content generation capabilities;
and, finally, the Fifth one is “Visual AI” that covers computer vision or
augmented reality fields, discussed briefly in “Why artificial intelligence
in today’s research and applications?”.

We are now in the age of the 4th Industrial Revolution, referred to
as Industry 4.0 which represents a new era of innovation in technology,
particularly, Al-driven technology. After the Internet and mobile Internet
sparked the 3rd Industrial Revolution, Al technologies, fueled by data,
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are now creating an atmosphere of Industry 4.0. The term “Industry 4.0”
typically refers to the present trend of leveraging modern technology to
automate processes and exchange information. In a broad sense, Indus-
try 4.0 has been defined as “A term used to describe the present trend of
industrial technology automation and data exchange, which includes cy-
ber-physical systems, the Internet of Things, cloud computing, and cog-
nitive computing, as well as the development of the smart factory”. The
digital revolution to Industry 4.0 begins with data collection, followed
by artificial intelligence to interpret the data. Thus, the term “Intelligence
Revolution” can be considered in the context of computing and services
as Al that incorporates human behavior and intelligence into machines or
systems is reshaping the world.

Al is the buzzword these days as it is going to impact businesses of all
shapes and sizes, across all industries. Existing products or services can
be enhanced by industrial Al to make them more effective, reliable, and
safe. For example, computer vision is used in the automotive industry to
avoid collisions and allow vehicles to stay in their lane, making driving
safer. The world’s most powerful nations are hurrying to jump on the Al
bandwagon and are increasing their investments in the field. Similarly,
the largest and most powerful corporations are working hard to build
groundbreaking Al solutions that will put them ahead of the competi-
tion. As a result, its impact may be observed in practically every area
including homes, businesses, hospitals, cities, and the virtual world, as
summarized in “Real-World Applications of AI”.

Understanding Various Types of Artificial Intelligence

Artificial intelligence is primarily concerned with comprehending and
carrying out intelligent tasks such as thinking, acquiring new abilities,
and adapting to new contexts and challenges. Al is thus considered a
branch of science and engineering that focuses on simulating a wide
range of issues and functions in the field of human intellect. However,
due to the dynamic nature and diversity of real-world situations and data,
building an effective Al model is a challenging task. Thus, to solve var-
ious issues in today’s Fourth Industrial Revolution, we explore various
types of Al that include analytical, functional, interactive, textual, and
visual, to understand the theme of the power of Al. In the following, we
define the scope of each category in terms of computing and real-world
services.

= Analytical Al: Analytics typically refers to the process of identify-

ing, interpreting, and communicating meaningful patterns of data.

124



Al-based Modeling: Techniques, Applications and Research Issues

Thus, Analytical Al aims to discover new insights, patterns, and
relationships or dependencies in data and to assist in data-driven
decision-making.

Therefore, in the domain of today’s business intelligence, it be-
comes a core part of Al that can provide insights to an enterprise
and generate suggestions or recommendations through its analytical
processing capability. Various machine learning and deep learning
techniques can be used to build an analytical Al model to solve a
particular real-world problem. For instance, to assess business risk,
a data-driven analytical model can be used.

» Functional Al: Functional Al works similarly to analytical Al be-
cause it also explores massive quantities of data for patterns and
dependencies. Functional Al, on the other hand, executes actions
rather than makes recommendations. For instance, a functional Al
model could be useful in robotics and IoT applications to take im-
mediate actions.

= Interactive Al: Interactive Al typically enables efficient and interac-
tive communication automation, which is well established in many
aspects of our daily lives, particularly in the commercial sphere. For
instance, to build chatbots and smart personal assistants an inter-
active Al model could be useful. While building an interactive Al
model, a variety of techniques such as machine learning, frequent
pattern mining, reasoning, Al heuristic search can be employed.

» Textual Al: Textual Al typically covers textual analytics or natural
language processing through which businesses can enjoy text rec-
ognition, speech-to-text conversion, machine translation as well as
content generation capabilities. For instance, an enterprise may use
textual Al to support an internal corporate knowledge repository to
provide relevant services, e.g., answering consumers’ queries.

= Visual Al: Visual Al is typically capable of recognizing, classifying,
and sorting items, as well as converting images and videos into in-
sights. Thus, visual Al can be considered as a branch of computer
science that trains machines to learn images and visual data in the
same manner that humans do. This sort of Al is often used in fields
such as computer vision and augmented reality.

Knowledge Representation, Uncertainty Reasoning, and Expert
System Modeling

Knowledge representation is the study of how an intelligent agent’s
beliefs, intents, and judgments may be expressed appropriately for auto-
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mated reasoning, and it has emerged as one of the most promising top-
ics of artificial intelligence. Reasoning is the process of using existing
knowledge to conclude, make predictions, or construct explanations.

Many types of knowledge can be used in various application domains
including descriptive knowledge, structural knowledge, procedural
knowledge, meta-knowledge, and heuristic knowledge. Knowledge rep-
resentation is more than just storing data in a database; it also allows an
intelligent machine to learn from its knowledge and experiences to act
intelligently as a human. As a result, in designing an intelligent system,
an effective method of knowledge representation is required. Several
knowledge representation approaches exist in the fields that can be uti-
lized to develop a knowledge-based conceptual model, including logical,
semantic network, frame, and production rules, the potential knowledge
representation strategies considering real-world issues.

A knowledge-based system, such as an expert system for deci-
sion-making, relies on these representations of knowledge. The inference
engine and the knowledge base are two subsystems of the expert system.

The information in the knowledge base is organized according to
the knowledge representation discussed above. The inference engine
looks for knowledge-based information and linkages and, like a human
expert, provides answers, predictions, and recommendations. Such a
knowledge-based system can be found in many application areas. For
instance, Goel presents an ontology-driven context-aware framework for
smart traffic monitoring. Chukkapalli presents ontology-driven Al and
access control systems for smart fisheries. Kiran presents enhanced se-
curity-aware technique and ontology data access control in cloud com-
puting. Syed presents a conceptual ontology and cyber intelligence alert
system for cybersecurity vulnerability management. Thus, knowledge
representation and modeling are important to build Al models as well
as intelligent decision-making in various application areas to solve re-
al-world issues.

Visual Analytics, Computer Vision and Pattern Recognition

Computer vision is also a branch of Al that allows computers and
systems to extract useful information from digital images, videos, and
other visual inputs and act or make recommendations based on that data.
From an engineering standpoint, it aims to comprehend and automate
operations that the human visual system is capable of. As a result, this
is concerned with the automated extraction, analysis, and comprehen-
sion of relevant information from a single image or a series of images.
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In terms of technology, it entails the creation of a theoretical and algo-
rithmic foundation for achieving autonomous visual understanding by
processing an image at the pixel level. Typical tasks in the field of visual
analytics and computer vision include object recognition or classifica-
tion, detection, tracking, picture restoration, feature matching, image
segmentation, scene reconstruction, video motion analysis, and so on.

Pattern recognition, which is the automated recognition of patterns
and regularities in data, is the basis for today’s computer vision algo-
rithms. Pattern recognition often involves the categorization (supervised
learning) and grouping (unsupervised learning) of patterns. Although
pattern recognition has its roots in statistics and engineering, due to the
greater availability of huge data and a new wealth of processing pow-
er, some recent techniques to pattern recognition include the use of ma-
chines and deep learning.

Convolutional neural networks (CNN or ConvNet) have recently
demonstrated considerable promise in a variety of computer vision tasks,
including classification, object detection, and scene analysis. Large data-
sets of thousands or millions of labeled training samples are typically
used to train these algorithms. However, the lack of appropriate data lim-
its the applications that can be developed. While enormous volumes of
data can be obtained fast, supervised learning also necessitates data that
has been labeled. Unfortunately, data labeling takes a long time and costs
a lot of money. In this area, a lot of work has been done.

Typically, learning techniques rather than static analysis is more ef-
fective in terms of automation and intelligence in such visual analyt-
ics. In addition to standard machine learning algorithms, various deep
learning techniques including generative and discriminative models can
be used to build powerful visual model according to their learning ca-
pabilities from data, which could also be a significant research direction
in the area. Thus, this is important to build effective visual Al models in
various application areas to solve real-world issues in the current age of
the Fourth Industrial Revolution or Industry 4.0, according to the goal of
this chapter.

Hybrid Approach, Searching, and Optimization

A “hybrid approach” is a blend of multiple approaches or systems to
design a new and superior model. As a result, a hybrid strategy integrates
the necessary approaches outlined above depending on the demands. For
instance, in earlier publications hybridization of machine learning and
knowledge-based expert system to build an effective context-aware mod-
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el for intelligent mobile services. In this hybrid context-aware model,
context-aware rules are discovered using machine learning techniques,
which used as the knowledge base of an expert system rather than tradi-
tional handcrafted static rules to make computing and decision-making
processes more actionable and intelligent. Similarly, in another hybrid
approach, the concepts of fuzzy logic, deep learning, and natural lan-
guage processing were integrated to improve Twitter sentiment analysis
accuracy.

Moreover, various machine learning and deep learning techniques and
their hybridization can be used to solve a variety of real-world problems
in many application areas such as business, finance, healthcare, smart cit-
ies, cybersecurity, etc. Thus, hybridization of multiple techniques could
play a key role to build an effective Al model in the area. Moreover, many
Al problems can be solved theoretically by searching through a large
number of possible solutions, and the reasoning process may be reduced
down to a simple search. Thus, search strategies, also known as univer-
sal problem-solving approaches in Al, can also play a significant role to
solve real-world issues such as gaming, ranking webpages, video, and
other content in search results, etc. due to the properties of its complete-
ness, optimality, time complexity, and space complexity. Depending on
the nature of the problems, search algorithms can be uninformed search
(a.k.a. blind, brute-force) or informed search (a.k.a. heuristic search).

Uninformed search refers to a group of general-purpose search al-
gorithms that generate search trees without relying on domain informa-
tion, such as breadth-first, depth-first, uniform cost search, etc. Informed
search algorithms, on the other hand, use additional or problem-specific
knowledge in the search process, such as greedy search, Al search, graph
search, etc. For example, when searching on Google Maps, one needs
to provide information such as a position from the current location to
precisely traverse the distance, time traveled and real-time traffic updates
on that specific route. Informed search can solve a variety of complicat-
ed problems that cannot be handled any other way. Furthermore, evo-
lutionary computation employs an optimization search technique, such
as genetic algorithms, which has a great potential to solve real-world
issues. For instance, in the domain of cybersecurity, a genetic algorithm
is used for effective feature selection to detect anomalies in fog com-
puting environment. Genetic algorithm is used for optimized feature se-
lection to detect Android malware using machine learning techniques.
With Al-powered search, the platform learns from the data to provide the
most accurate and relevant search results automatically. Thus, searching
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as well as optimization techniques can be used as a part of hybridization
while building Al models to solve real-world problems.

Overall, potential Al techniques can play a significant role while
building various Al models such as analytical, functional, interactive,
textual, and visual models, depending on the nature of the problem and
target application.

To summarize, Al is a relatively open topic to which academics can
contribute by inventing new methods or refining existing methods to ad-
dress the issues raised above and solve real-world problems in a range of
application areas.

Al will be employed in any context where large amounts of data are
needed to be handled fast and accurately, and cost savings are required.
Al will affect the planet more than anything else in human history. One
important thing is that Al-powered automation does not pose a threat
to jobs in the workplace for individuals, businesses, or countries with
the appropriate skills. Al-certified professionals have access to a wide
range of job prospects. Al Engineer, Artificial Intelligence Programmer,
AT System Developer, Data Scientist, Machine Learning Engineer, Data
Analyst, Al Architect, Deep Learning Engineer, Al Software Engineer,
and many other employment opportunities are available to these profes-
sionals.

Overall, Al technologies are driving a new wave of economic prog-
ress, resolving some of the world’s most challenging issues and deliver-
ing solutions to some of humanity’s most significant challenges. Many
industries, including information technology, telecommunications, trans-
portation, traffic management, health care, education, criminal justice,
defense, banking, and agriculture, have the potential to be transformed
by artificial intelligence.

Without compromising the significant characteristics that identify hu-
mankind, we can assure that Al systems are deliberate, intelligent, and
flexible with adequate security. Governments and decision-makers of a
country need to focus public policies that promote Al innovation while
minimizing unexpected societal consequences to realize its full potential
in real-world scenarios.

Exercises:

1. Give Russian equivalents to the following words and expressions:
Envisions fast change in technology; enhanced interconnectivity and
smart automation; causing a tremendous change; ultimately increasing
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the productivity and profitability; which has emerged as the next major
technological milestone; is a blend of multiple approaches or systems;
the capability of extracting insights from data; evolutionary computa-
tion employs an optimization search technique; a variety of complicated
problems that cannot be handled any other way; inventing new methods
or refining existing methods

2. Translate the sentences into Russian:

1. After the Internet and mobile Internet sparked the 3rd Industrial
Revolution, Al technologies, fueled by data, are now creating an atmo-
sphere of Industry 4.0.

2. The inference engine looks for knowledge-based information and
linkages and, like a human expert, provides answers, predictions, and
recommendations.

3. Reasoning is the process of using existing knowledge to conclude,
make predictions, or construct explanations.

4. Thus, the primary goal of Al is to enable computers and machines
to perform cognitive functions such as problem-solving, decision mak-
ing, perception, and comprehension of human communication.

5. Al has the potential to help people live more meaningful lives with-
out having to work as hard, as well as manage the massive network of
interconnected individuals, businesses, states, and nations in a way that
benefits everyone.

6. A “hybrid approach” is a blend of multiple approaches or systems
to design a new and superior model.

7. Overall, Al technologies are driving a new wave of economic prog-
ress, resolving some of the world’s most challenging issues and deliver-
ing solutions to some of humanity’s most significant challenges.

8. Without compromising the significant characteristics that identify
humankind, we can assure that Al systems are deliberate, intelligent, and
flexible with adequate security.

3. Give English equivalents to the following expressions and phrases:

ViydmieHHas B3aMMOCBS3aHHOCTh U HMHTEIJIEKTyajbHas aBTOMa-
THU3alMsl; OCHOBOMOJATAIOIINe KPUTEPHH MPU MPOEKTUPOBAHHH CO-
BPEMEHHBIX MPUIOKEHUH U CUCTEM; COBPEMEHHBIH MUp OOJbIIe, YeM
Korma-1ubo mpexe, 3aBHCHT OT TexHonoruit; U npenHazHaven s
BBITIOJIHCHHUS MPAKTHYCCKUX (I)yHKHI/II/I; MEXaHH3M JIOTUYCCKOT'O BBIBO-
Jla UIIeT NH(POPMAIIUIO U CBSI3M, OCHOBAHHBIC HAa 3HAHUSIX; HCKYCCTBEH-
HBIA UHTEJIEKT — MOJHO€ CJIOBO B HalllK JHH, FI/IGPI/I[{H&H cTparerus
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00beTUHSAET HEOOXOAUMBIEC MOIXO/bI, SBONIOIMOHHBIC BBIYHCICHUS
HCIOJIb3YIOT METO/T ONITHMH3AIMOHHOTO MOMCKA; TPEOyeTC st IKOHOMHUS
CpeACTB

4. Answer the following questions:

1. What does the 4™ revolution affect in almost every industry in every
country?

2. What are three terms indispensable from the 4 revolution?

3. What decisions is the use of modern smart technologies making
smarter and faster?

4. What types of Al are mentioned in the text?

5. Give the definition of knowledge representation.

6. What is the purpose of genetic algorithm?

7. What is the definition of a “hybrid approach”?

8. What are real-world applications of AI?

5. Decide whether the statements are true or false:

1. The traditional machine learning and deep learning techniques may
not be directly applicable for the expected outcome in many cases.

2. Al has acted as the driving force behind developing technologies
for industrial automation, medical applications, agriculture, [oT applica-
tions, cybersecurity services, etc.

3. Developing an effective Al model is not a challenging task due to
the dynamic nature and variation in real-world problems and data.

4. The largest and most powerful corporations are working hard to
build groundbreaking Al solutions that will put them ahead of the com-
petition.

5. None of the Al types has the potential to provide solutions to vari-
ous real-world problems.

6. Knowledge representation and modeling are important to build Al
models as well as intelligent decision-making in various application ar-
eas to solve real-world issues.

6. Translate from Russian into English:

1. Ora peBomronus 3aTparuBacT IOYTU KaKIAYIO OTpacib B KaXKJIOH
CTpaHE ¥ BBI3BIBACT OTPOMHBIC H3MEHEHUS HETMHEHHBIM 00pa3oM ¢ Oec-
MIPEIEICHTHONH CKOPOCTBIO, YTO MMEET ITOCJIEACTBHS JUII BCEX IUCIIH-
IUTMH, OTPACiIel MPOMBIIUIEHHOCTH U SKOHOMHKH.

2. Ucnionp30BaHHE COBPEMEHHBIX HHTEIUIEKTYAJIbHBIX TEXHOJIOIHMMI
MO3BOJISIET MPUHNMATH OoJiee pasyMHBIE U OBICTphIE PEIICHUsS] OTHOCH-
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TeJIbHO OM3HEc-Tpolecca, B KOHEYHOM CUETE MOBBILIAs TPOU3BOTUTEINb-
HOCTb ¥ IPUOBUTBHOCTb BCEH ICATEIILHOCTH, TJI€ UCKYCCTBEHHBIN HHTEI-
nekT (UMW) n3BecTeH Kak Bemylas TEXHOJOTHS B 3TOW 00IacTH.

3. Takum 00Opa3om, MOJEMPOBAHHE HA OCHOBE HMCKYCCTBEHHOTO MH-
TEJUIEKTA SBJISIETCS KIIFOYOM K CO3JIaHUIO aBTOMATH3UPOBAHHBIX, HHTEII-
JIEKTyaJbHBIX CUCTEM B COOTBETCTBUH C CETONHIIIHUMH ITOTPEOHOCTS-
MH, 4TO CTJIO CIEAYIOLIEH BaKHOM TEXHOJIOTMUYECKON BEXOH, BIMSIO-
el Ha OyayInee MpaKTHYECKH KaKIOoro OM3Heca, Aenas KaXKAblid mpo-
ecc Jrydiie, ObICTpee U TOYHEE.

4. TakuM 00pazoM, TEpMHUH “UHTEIJIEKTyallbHAs PEBOJIOLUSI MOXKHO
paccMaTpuBaTh B KOHTEKCTE BBIUMCIHUTEIBHOW TEXHUKH M YCIYT, TO-
CKOJIbKY MCKYCCTBEHHBIH MHTEIIJIEKT, KOTOPbIM BKJIIOUAET YEIOBEUECKOE
MOBEJCHUE U UHTEJUIEKT B MAILIMHBI UM CUCTEMBbI, U3MEHSIET MUD.

5. MexaHM3M JIOTHYECKOTO BBIBOJIA UIIET UH(OPMAIIHIO U CBSI3H, OC-
HOBaHHBIC Ha 3HAHUSX, U, IOTOOHO AKCIIEPTY-4eNIOBEKY, IPEIOCTABIICT
OTBETHI, IPOTHO3bI U PEKOMEHIALIH.

6. Tunmunele 3aga4n B 00IACTH BU3YaJbHON aHAIUTHKUA M KOMIIBIO-
TEPHOTO 3pEHHS BKIIOYAIOT PACIIO3HABAHHE WM KIACCH(PHUKAIINIO 00b-
€KTOB, OOHapy»XeHHE, OTCIIe)KUBAHUE, BOCCTAHOBICHUE H300paXeHUs,
COTOCTABJICHUE TIPU3HAKOB, CETMEHTAIMIO U300PaKEHHS, PEKOHCTPYK-
LIUIO CLIEHBI, aHAJIU3 ABM)KEHHSI BUJIEO U TaK Jajee.

7. IlogBozast UTOT, MOYKHO CKa3aTh, YTO UCKYCCTBEHHBIH HHTEIIEKT —
9TO OTHOCHUTEJIBHO OTKPHITAs T€Ma, B KOTOPYIO Y4€HBbIE MOTYT BHECTH
CBOH BKJIaJ, M300peTasi HOBBIE METOBI WIIN COBEPIUICHCTBYS CYIIECTBY-
OLHE JUIA PELIEHHs BOIPOCOB, OAHATHIX BBILIE, U PEIICHUS peaIbHbIX
mpo0JIeM B LIEJIOM psijie 00NIacTel MPUMEHEHHS.

7. Summarize the text and express your own opinion. Here are some
statements to support:

1. Al technologies are driving a new wave of economic progress, re-
solving some of the world’s most challenging issues and delivering solu-
tions to some of humanity’s most significant challenges.

2.Al is a relatively open topic to which academics can contribute
by inventing new methods or refining existing methods to address the
issues raised above and solve realworld problems in a range of appli-
cation areas.

3. The future prospects of Al modeling in real-world application do-
mains are vast and there are several opportunities to work and conduct
research.
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8. Develop the following ideas in writing an essay (120-150 words):

1. Artificial intelligence is influencing the future of almost every sec-
tor and every person on the planet.

2. Al techniques have proven to be beneficial in a variety of applica-
tions and research fields, including business intelligence, finance, health-
care, visual recognition, smart cities, loT, cybersecurity, and many more.

3. The future aspects of Al towards automation, intelligence, and
smart computing systems, highlighting several research issues.
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Al and Affective Intelligence

Words and phrases:

Welding — cBapka

To gear — TIPUCTIOCOONTH, HAITPABUTD

Consistent — IOCJIEA0BATEbLHBIN

To customize — HOATOHATS, IIEPEACITLIBATH

Affective — 3MOIMOHAJIBHBIN, YYBCTBUTEILHBIN

To endow — HaICIAITh

A cue — HaMeK, CUTHAI

An interlocutor — coOecenHuK

A gaze — B3IV, TOBOPOT TOJIOBBI

Off-putting — OTTAJIKUBAIOLIUH, CMYIIAOIINHA

An asset — UMYIIECTBO, ICHHOE IPUOOPETCHUE

To infer — JIeJaTh BBIBOJ, 3aKJIFOYCHUC

A larynx — ropTaHb

Vocal folds — T'OJIOCOBBIE CBSA3KH

A windfall — HEO)XHJIaHHAas yha4a, HelIPEABUICHHBIN T0X0A
Visceral — BHYTPEHHUA, THTYUTHBHBIN

A spinoff — OTIIOYKOBaBIIAsICS KOMITAHUsI, TOOOYHBIN pe3ybTar
A prosthesis ~ — mpore3

A genus — BUJI, COPT, TUII

Conformity — [OCJTyIIaHUe, NOAYNHEHHE

To coerce — BBIHY)KJaTh, IPUHYKIATh

Dwell time — BpeMs MPOCTOA, TIEpEPHIB B padboTe
Push-back — OTBETHAs peaKmus

Concierge — HEePCOHAIBHBIA ACCUCTEHT, JUCIIETYCP
Panoptic — JTAfOIINHA OO BUT

Hard-wired — JECTKO CBS3aHHBIH, 3aIIpOTPaMMHUPOBaHHBIN
Contingent — CITyJaiiHbIH, HETIPEeIBUICHHBII

To endeavor ~ — TPUKIAABIBATE YCHIIHS, ITBITATHCS
Overarching  — BCEOXBaTHIBAIOIIHIA, KOMILIEKCHBIN

To forestall
To sidestep
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Al and Affective Intelligence

Robotics is the intersection of science, engineering and technology
that produces machines, called robots, that replicate or substitute for hu-
man actions. Pop culture has always been fascinated with robots — ex-
amples include R2-D2, the Terminator and WALL-E. Each robot has a
different level of autonomy. These levels range from human-controlled
bots that carry out tasks to fullyautonomous bots that perform tasks with-
out any external influences.

As technology progresses, so too does the scope of what is considered
robotics. In 2005, 90 percent of all robots could be found assembling
cars in automotive factories. These robots consisted mainly of mechan-
ical arms tasked with welding or screwing on certain parts of a car. To-
day, we’re seeing an evolved and expanded definition of robotics that
includes the development, creation and use of bots that accomplish tasks
like exploring the planet’s harshest conditions, assisting law enforce-
ment, streamlining surgical procedures and undertaking rescue missions.

Many aspects of robotics involve artificial intelligence; robots may be
equipped with the equivalent of human senses such as vision, touch, and
the ability to sense temperature. Some are even capable of simple de-
cision-making, and current robotics research is geared toward devising
robots with a degree of self-sufficiency that will permit mobility and de-
cision-making in an unstructured environment.

Plenty of complex and sophisticated machines have failed on the mar-
ket because they were not user-friendly. Any robot that will be in direct
contact with people should be designed for natural, intuitive interaction.
For the robotics clients, the first choice is smooth and quick performance,
without overloading the system. It means that the robot should be able to
provide timely responses, making sure the conversation flows smoothly,
in real time, without any significant interruptions.

The robot’s performance should also be consistently effective. Wit-
nessing a robot error, permanently lowers people’s trust in the robot and
its reliability, even if it happens only once. Besides losing confidence in
the robot, frequent errors can lead to frustration and a loss of interest in
any further interactions.

So, efficient, and customizable software can help the robot achieve
a human-robot interaction that feels as natural as possible. Robots de-
signed to work with humans are bound to take human emotions into ac-
count, especially when they are directed towards the machine.

Emotional Al, also known as affective computing, is a rapidly grow-
ing field that focuses on developing machines that recognize and respond
to human emotions.
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Affective and emotional intelligence are often used interchangeably
when discussing Al, but they refer to different things. Emotional intelli-
gence refers to the ability of humans to understand and manage their own
emotions, as well as the emotions of others.

Affective intelligence, on the other hand, refers to the ability of ma-
chines to recognize and respond to human emotions. Affective comput-
ing aims to endow machines with emotional intelligence for improving
natural human-machine interaction (HMI). In the context of human-ro-
bot interaction (HRI), it is hoped that robots can be endowed with hu-
man-like capabilities of observation, interpretation, and emotion expres-
sion. This is achieved through machine learning algorithms that analyze
speech, facial expressions, and other biometric data to determine a per-
son’s emotional state.

Human communication incorporates plenty of social cues — from
facial expressions to body language. Detecting and reacting to such cues
comes naturally to us humans. For example, we can get a good idea of
how our fellow humans are feeling just by looking at their faces or lis-
tening to their voices.

On the other hand, grasping such information is quite a challenge for
machines. However, combining smart computer vision — and machine
learning-based algorithms can help turn robots into decent interlocutors.

Seeing Eye to Eye

Humans use eye contact to initiate and control communication. Look-
ing at someone’s eyes as they speak indicates that they have our attention
and keeps the parties engaged.

Face tracking technology can help robots achieve a similar effect.
Once a human face is detected, the robot can move its eyes accordingly
or even approach that person in order to initiate and maintain eye con-
tact. Such behavior helps grab people’s attention, making it easier for the
robot to initiate interaction.

Another step towards a more natural human-robot interaction can be
achieved with gaze tracking. By knowing where the human is looking
at, the robot can detect whether they have established eye contact. It can
then use that information to start the conversation at the right time, greet
the human with a friendly smile, and more.

Furthermore, gaze tracking lets the robot keep track of where the per-
son is looking at during the conversation. This can help measure en-
gagement, better understand people’s needs, and, finally, provide more
relevant information.
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However, too much intense eye contact can be off-putting, even
among humans. To avoid that, robots can be designed to look friendly
and display human-like behavior, such as blinking, looking away occa-
sionally, displaying specific facial expressions, and more.

Reading Human Emotions

When it comes to successful conversations, eye contact goes hand in
hand with facial gestures. We raise our eyebrows when we’re surprised,
smile when we’re happy and frown when we’re angry. Such gestures
are great indicators of our current mood and it’s important to take them
into account during the conversation. If you’re wondering why, imagine
someone laughing at you while you’re telling them about having a really
bad day.

Robots designed to work with humans are bound to face a variety
of emotions, often frustration and anger. So, in order to really treat the
customers well, the machines must take human emotions into account,
especially when they are directed towards the machine.

Luckily, emotion estimation technology has come a long way. For ex-
ample, Face Analysis developed by Visage Technologies estimates all
basic human emotions — happiness, sadness, fear, surprise, anger, and
disgust. Additionally, those basic emotions can be combined to detect
more complex ones, such as worry or pride. In addition to emotion mon-
itoring, Face Analysis estimates each person’s age and gender as well.
Combining such information can help robots interact with people in a
positive and effective way.

Emotionally intelligent robots can be valuable assets in various indus-
tries. For example, they can be used as tutors for autistic children, care-
givers for the elderly or mental patients in hospitals, customer service
assistants in retail, and more.

Humans have a natural ability to recognize and distinguish between
faces, and we rely on it heavily in our daily communication. There’s a
difference between how we talk to a friend and how we talk to a stranger;
the information we share, the approach we take, and even our tone of
voice may change depending on the person we’re talking to. This helps
us maintain meaningful relationships and exchange information more
efficiently.

Using face recognition technology, machines can distinguish between
different faces, too. While it comes naturally to us humans, it’s all about
math for machines. Every face has specific landmarks that can be mea-
sured, such as the distance between the eyes, the length of the jawline,
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the shape of the eyebrows, and more. Together, they create a unique face-
print that can later be compared with other people until a match is found.

Face recognition gives robots a way to personalize interactions with
people. It can memorize valuable information gathered during their pre-
vious interactions, such as their favorite topics or the preferred tone of
communication, and use that information to personalize each interaction.
For example, a robot that cares for the elderly can remind them to take
their specific medicine, bring up their favorite topics when they seem
sad, and more.

Everyday experiences tell us that the voice, as well as facial expres-
sions, is an informative channel about our interlocutor emotions. We
have a natural ability to infer the emotional state underlying the semantic
content of what the speaker is saying. Changes in emotional states corre-
spond to variations of organs’ features, such as larynx position and vocal
fold tension, thus in variations of the voice. In HRI, automatic acoustic
emotion recognition (AER) has to be performed in order to allow robots
to perceive human vocal affect.

As robots are becoming more capable of autonomous actions, there is
a greater need to ensure that they act ethically. We want robots on high-
ways and battlefields to act in the interests of human beings, just as good
people do. But ethics is not just a matter of cold calculation, needing to
take into account emotional processes such as caring and empathy. The
emotional makeup of human brains makes us capable of caring about
other people and understanding them empathically. So, if robots are go-
ing to be ethical in the way that people are, they need emotions.

Estimating the feasibility of making robots emotional depends on
understanding what makes people emotional. There are currently three
main theories about human emotions, based on appraisal, physiology,
and social construction. The cognitive appraisal theory says that emo-
tions are judgments about the relevance of the current situation to a per-
son’s goals. For example, if someone gives you $1 million then you will
probably be happy because the money can help you to satisfy your goals
of surviving, having fun, and looking after your family. Robots are al-
ready capable of doing at least a version of appraisal, for example, when
a driverless car calculates the best way of getting from its current loca-
tion to where it is supposed to be. If emotions were just appraisals, then
robot emotions would be just around the corner.

However, human emotions also depend on physiology. Responses
such as being happy to get a pile of money are tied in with physiological
changes such as heartbeat, breathing rate, and levels of hormones such
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as cortisol. Because robots are made of metal and plastic, it is highly
unlikely that they will ever have the kinds of inputs from bodies that
help to determine the experiences that people have, the feelings that are
much more than mere judgments. On the theory that emotions are phys-
iological perceptions, robots will probably never have human emotions,
because they will never have human bodies. It might be possible to sim-
ulate physiological inputs, but the complexity of the signals that people
get from all of their organs makes this unlikely.

The third prevalent theory of emotions is that they are social con-
structions, dependent on language and other cultural institutions. For ex-
ample, when $1 million falls into your hands, your response will depend
very much on the language with which you describe your windfall and
the expectations of the culture in which you operate. If robots ever get
good at language and form complex relationships with other robots and
humans, then they might have emotions influenced by culture.

These three theories of emotions are complementary rather than con-
flicting, and the new semantic pointer theory_of emotions shows how to
combine them in brain mechanisms. Robots are already being built that
have some of these brain mechanisms operating on neuromorphic chips,
which are computer chips that mimic the brain by implementing mil-
lions of neurons. So maybe robots could get some approximation to hu-
man emotions through a combination of appraisals with respect to goals,
rough physiological approximations, and linguistic/cultural sophistica-
tion, all bound together in semantic pointers. Then robots wouldn’t get
human emotions exactly, but maybe some approximation would perform
the contributions of emotions for humans.

Which Industries are Already Using Emotion AI?

Advertising — In 2009, Rana el Kaliouby, PhD and Picard founded
Affectiva, an emotion Al company based in Boston, which specializes
in automotive Al and advertising research — the latter for 25 percent
of the Fortune 500 companies. “Our technology captures these visceral,
subconscious reactions, which we have found correlating very strongly
with actual consumer behavior, like sharing the ad or actually buying
the product,” el Kaliouby said. In the case of advertising research, once
a client has been vetted and agreed to the terms of Affectiva’s use (like
promising not to exploit the technology for surveillance or lie detection)
the client is given access to Affectiva’s technology. With a customer’s
consent, the technology uses the person’s phone or laptop camera to cap-
ture their reactions while watching a particular advertisement.
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Self-reporting — like feedback during a test group — is helpful, el
Kaliouby said, but getting a moment-by-moment response allows mar-
keters to really tell if a particular ad resonated with people or was offen-
sive, or if it was confusing or struck a heartstring.

Call centers — Technology from Cogito, a company co-founded in
2007 by MIT Sloan alumni, helps call center agents identify the moods
of customers on the phone and adjust how they handle the conversation
in real time. Cogito’s voice-analytics software is based on years of hu-
man behavior research to identify voice patterns.

Mental health — in December 2018 Cogito launched a spinoff called
CompanionMx, and an accompanying mental health monitoring app.
The Companion app listens to someone speaking into their phone, and
analyzes the speaker’s voice and phone use for signs of anxiety and
mood changes. The app improves users’ self-awareness, and can in-
crease coping skills including steps for stress reduction. The company
has worked with the Department of Veterans Affairs, the Massachusetts
General Hospital, and Brigham & Women’s Hospital in Boston. Another
emotion Al-driven technology for mental health is a wearable device de-
veloped at the MIT Media Lab that monitors a person’s heartbeat to tell
whether they are experiencing something like stress, pain, or frustration.
The monitor then releases a scent to help the wearer adjust to the neg-
ative emotion they’re having at that moment. The BioEssence wearable
detects stress or pain and releases a scent to help the wearer adjust to the
negative emotion. Media Lab researchers also built an algorithm using
phone data and a wearable device, that predicts varying degrees of de-
pression.

Automotive — Hernandez, the Media Lab researcher, is currently
working on a team putting emotion Al into vehicles. While much atten-
tion has been paid to safety in the environment outside of a car, inside
there is a range of distractions that can impact safety. Consider a car that
could tell if a driver was arguing with the passenger next to them, based
on elevated blood pressure, and adjust the speed of the distracted opera-
tor. Or a sensor that signaled the steering wheel to subtly maneuver the
car into the middle of the lane, after a sleep-deprived driver unknowingly
is listing to the curb. Affectiva has a similar automotive Al service of its
own, which monitors a driver’s state and occupants’ experiences to im-
prove road safety and the occupant experience.

Assistive services — Some people with autism find it challenging to
communicate emotionally. That’s where emotion Al can be a sort of “as-
sistive technology,” Hernandez said. Wearable monitors can pick up on
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subtleties in facial expressions or body language in someone with autism
(like an elevated pulse rate) that others might not be able to see. Her-
nandez said there are also “communicative prostheses” that help autistic
people learn how to read other’s facial expressions. One example is a
game in which the person uses the camera on a tablet to identify “smi-
ley” or “frowny” faces on the people around them. “That is a way for
them to engage with other people and also learn how facial expressions
work,” Hernandez said, adding that this video technology that measures
moods in “smiley” or “frowny” faces could work for customer feedback
in crowded theme parks or hospital waiting rooms, or could be used to
provide anonymous feedback to upper management in a large office.

Is Emotion AI Something to Welcome or to Worry about?

Like most Al technologies, affect recognition devices promise to aug-
ment and enhance daily existence of a human. But as a far more invasive
genus of surveillance capitalism, the technological adoption of emotion-
al Al is problematized by a myriad of legal, ethical, cultural, and scien-
tific issues.

First, is the technology’s reliance on stealth data tracking, which
may lead to unethical or malicious misuse. Affect tools are designed to
harvest intimate data from an individual’s subjective state without nec-
essarily their awareness or permission. For example, emotion-sensing
devices in the workplace may lead to bias or discrimination against a
worker for their lack of ‘attitudinal conformity’. In turn, affect-sensing
tools may lead to emotional policing, coercing a worker to always be
happy, authentic, and positive. At the same time, they diminish their abil-
ity to backstage their feelings as well as foment higher levels of anxiety,
stress, and resentment. Similarly, affect tools in automobiles may lead
to unfairly higher car or health insurance premiums. Concomitantly, in
commercial settings, individuals may be exposed to empathic surveil-
lance without their knowledge and depending on country, consent. For
instance, AdMobilize links their Al-driven software to public transit se-
curity cameras which then monitor audience responses to interactive ads.
Besides analyzing gender, age, and dwell time, the software uses facial
analysis to detect micro-expressions of surprise, happiness, discontent,
and neutrality. The goal of AdMobilize’s affect tools is to assess ad per-
formance and customer engagement.

Second, are cultural tensions arising from these emotional Al technol-
ogies crossing national and cultural borders. Although emotion-sensing
technologies are predominantly designed in the West, they are being sold
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to a global marketplace. Problematically, as these devices cross interna-
tional borders, their algorithms are seldom tweaked for racial, cultural,
ethnic, or gender differences. A growing body of research shows that Al
models that do not allow for difference or diversity can lead to uninten-
tional bias or false positive identification, negatively impacting a target
individual. This problem is further compounded by the lack of interna-
tional consensus on the values and ethics that should be encoded into
intelligent machines as well as cross-cultural incongruences arising from
a country’s legal understanding of privacy. For instance, while facial rec-
ognition and social credit systems are banned in many Western countries,
China faces far less push-back because the notion of collective security
is valued more than individual privacy. Additionally, Chinese citizens are
found to show greater trust in government-sponsored data collection than
their Western counterparts.

Third, is the lack of industry standard. Like the hidden data-gathering
activities of many smart technologies, emotional Al will be far harder
to collectively regulate as it is being developed as a proprietary layer in
many products. A prime example is the automotive industry. Companies,
such as Ford, Porsche, Audi, Hyundai, Toyota, Honda, BMW, Volkswa-
gen, and Jaguar, in the name of safety and comfort enhancement, are
developing in-cabin concierge systems that can track and respond to the
emotional states of drivers. This means that algorithmic transparency and
collective standards for non-conscious biometric data collection will not
occur for some time.

Fourth, existing ethical frameworks for emotional Al are often vague
and inflexible. This is due to various businesses in different cultural set-
tings having differing rationales or goals for adoption of the new technol-
ogy. For example, the Japanese voice analytics company, Empath, sees
the technology as a way for call centers to optimize workplace produc-
tivity by providing supervisors with a panoptic window into the subjec-
tive state of each member of their customer service team. On the other
hand, Moodbeam’s emotion bracelet offers companies an alternative to
the far more administrative and costly worker wellness programs. As the
company’s promotional literature suggests, wearing the affect-sensing
bracelet will enable workers to automatically share data of their subjec-
tive state with both managers and co-workers. Besides varying objec-
tives for adoption comes the practical limitations of implementation and
establishment of concrete metrics for measuring the technology’s effec-
tiveness. But ensuring the efficacy of emotional Al technology requires
having full-time staff skilled in data analytics and data management. Yet
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many companies are implementing emotion-recognition systems without
personnel skilled in data analytics and data management experts.

Last, but not least, comes the shaky science of the emotion-recogni-
tion industry. A growing number of critics argue how emotions can be
made computable when the science community cannot agree on exactly
what emotions are, how they are formed or how they manifest them-
selves. Are emotions hard-wired into the psycho-physical makeup of an
individual or socially and culturally contingent? Pushing back against
these arguments are the engineers who insist emotions are computable,
and that any limitations in diversity or cultural affordance will ultimately
be solved by better algorithms.

As emotional Al becomes more pervasive in society, it will have pro-
found impacts on the daily lives of citizens. Technology that endeavors
to make transparent the inner recesses of a person’s being raises critical
questions about data privacy in public spaces, empathic monitoring and
control as well as how regulatory mechanisms should best ensure the best
interests of society. Thus, this essay provides an overarching framework
for discussion of the social, legal, and ethical implications of emotional
Al technology. The five major tensions highlighted in this article must be
thoroughly addressed in order for individuals to live well and ethically in
this new era of human—machine relations.

The worries about the future of humanity still remain, as robots and
intelligent computers become more prominent. One of the main concerns
about the possibility of fully intelligent and independent robots is that
they may act only in their own interests and therefore become harmful
to humans. Building robots capable of caring about us might be one way
of forestalling technological disaster. Unfortunately, by that time robots
will be building robots, and they may prefer to sidestep emotions in favor
of their own unpredictable goals.

Notes:

R2-D2 is a fictional robot character in the Star Wars

Wall-E is a small animated waste-collecting robot from American ani-
mated science- fiction film

Visage Technologies is a private company (Sweden) that produces com-
puter vision software for face tracking and face analysis

Affectiva (Boston) is the global leader in Artificial Emotional Intelligence

Cogito is an innovative platform that combines emotion and conversation
Al to provide real-time Al-coaching and guidance for contact centers
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The BioEssence wearable gadget is developed by the MIT Media Lab.
It uses variations in heart rate to detect pain, stress, and aggravation
AdMobilize is an audience verification company anonymously measur-
ing audience impressions, giving audience experience feedback on

any new content or advertising.

Exercises:

1. Give Russian equivalents to the following words and phrases:

To streamline surgical procedures; current robotics research is
geared toward; timely responses; to be consistently effective; to endow
machines with emotional intelligence; eye to eye; too much contact can
be off-putting; a caregiver; to have specific landmarks; to create a unique
faceprint; to infer the emotional state; vocal fold tension; the emotion-
al makeup of human brains; complementary theories; to vet a client; to
strike a heartstring; cross-cultural incongruences.

2. Translate the extracts from the texts into Russian:

1. As technology progresses, so too does the scope of what is consid-
ered robotics.

2. These robots consisted mainly of mechanical arms tasked with
welding or screwing on certain parts of a car.

3. Today, we’re seeing an evolved and expanded definition of robot-
ics that includes the development, creation and use of bots that accom-
plish tasks like exploring the planet’s harshest conditions, assisting law
enforcement, streamlining surgical procedures and undertaking rescue
missions.

4. Current robotics is geared toward devising robots with a degree of
self-sufficiency that will permit mobility and decision-making in an un-
structured environment.

5. Affective computing aims to endow machines with emotional intel-
ligence for improving natural human-machine interaction (HMI).

6. Emotionally intelligent robots can be valuable assets in various in-
dustries. For example, they can be used as tutors for autistic children,
caregivers for the elderly or mental patients in hospitals, customer ser-
vice assistants in retail.

7. In HRI, automatic acoustic emotion recognition (AER) has to be
performed in order to allow robots to perceive human vocal affect.

8. The emotional makeup of human brains makes us capable of car-
ing about other people and understanding them empathically. So, if
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robots are going to be ethical in the way that people are, they need
emotions.

9. The cognitive appraisal theory says that emotions are judgments
about the relevance of the current situation to a person’s goals.

10. Self-reporting — like feedback during a test group — is helpful,
el Kaliouby said, but getting a moment-by-moment response allows mar-
keters to really tell if a particular ad resonated with people or was offen-
sive, or if it was confusing or struck a heartstring.

3. Give English equivalents to the following words and phrases:

Bnmsaue n3BHE; DaTh 3aJaHue, TOPYYUTh CBAPKY YacTeil MalllMHEI,
MIPUBOANTE K Pa304apOBaHMIO; HACTpaMBaeMoOe MPOrpaMMHOE obecrie-
YCeHHUE; MCIONB30BaTh B3aMMO3aMEHIeMO; HaJCIUTh MAIIHHLI MOIHO-
HAJIFHBIM WHTEJUICKTOM; BKIIOUaTh B CEOSI...; CIHIIKOM NPHCTAIBHBIN
BU3YaJbHBIH KOHTAKT; MOPraTh; TEXHOJOTHS OICHKH AMOIWH; IMOLUU
cobeceHUKa; YIOBUTh YEJIOBEUECKUE 3MOLUY; MPEYCIETh B KAKOU-TO
005acTy; NOBBICUTh CAMOCO3HAHME MOJIb30BATENs; CBEPHYTh HA 000YH-
Hy (TpOTyapa); BCIIOMOTaTeIbHast TEXHOJIOTHSL.

4. Answer the following questions:

1. Why can plenty of even complex and sophisticated robots fail on
the market?

2. How does emotional awareness contribute to the development of
HRI?

3. What social cues does human communication incorporate?

4. What is the difference between emotional intelligence and affective
intelligence?

5. How do face tracking and gaze tracking technologies complement
each other?

6. What is the role of voice in detecting the emotions?

7. What can be the affective intelligence’s applications?

8. What are the potential problems of emotional intelligence adoption?

5. Translate from Russian into English:

Tonumaem nu uCKyCCWlGeHHbHZ UHmMe1eKnt capkasm.
omeem YyU4eHblx

[a, HO TOJBKO T€ MOZENHN, KOTOPHIE CYUTHIBAIOT KOHTEKCT.
Bonbume s3pikoBbie Mogenu (LLM) — 3To ycoBeplIeHCTBOBaHHBIE
AITOPUTMBI TIIyOOKOr0 00y4YeHHS, KOTOpble MOTYT aHAJTU3UPOBATh TOJ-
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CKa3KH Ha pa3IMYHBIX A3bIKaX, BIIOCIEICTBUU FEHEPUPYS PEATUCTHUHBIE
oTBeThl. Jlaneko 3a nmpuMmepamu xonuTh He HykHO — ChatGPT moxer
OBICTPO OTBEYATh Ha UIMPOKHHA CHEKTP MOJIB30BATEIHLCKUX 3allpPOCOB
U TE€HepUpoBaTh yOenuTeNbHbIe MUCHbMEHHBIE TEKCTHI U Pa3IUYHBIX
LEeNen.

Vuensie 3 Hpro-MopKCKOro yHUBEpCHTETA POBEIH HCCIEI0BAHNE,
9TO0B! OICHUTH 3()(PEKTUBHOCTh ABYX SI3BIKOBBIX MOJENEH, 00yUCHHBIX
pacro3HaBarh capka3m y monei, cooomaet TechXplore.

Hexotopsie UI-monenn MOTYT BBISIBUTH CapKa3Mm.

AHanu3 HaCTPOEHUH — 3TO 00NACTH UCCIENOBAHMM, KOTOpAsi BKITIO-
gaeT B ceOs aHaJHM3 TEKCTOB, OOBIYHO ITyOIMKYeMbIX B COLMABHEBIX Ce-
TAX WIK IPYyTrux BeO-caifiTaXx. DTO MO3BOJISET MOJYUUTh MIPEICTABICHHE
0 TOM, Kak JIIOIM OTHOCSTCS K omnpenesieHHOH Teme. CerogHs MHOTHE
KOMITAHUHM MHBECTUPYIOT B 3Ty 00JacCTb, MOCKOJIBKY 3TO MOXET IOMOYb
UM TOHATH, KAaK OHM MOTYT YJIY4YIIUTh CBOM YCIYT'H M YIOBJIETBOPHTD
HNOTPEeOHOCTHU KJINEHTOB.

CymiecTByeT HECKOJIBKO Mojeneli, KOTOpeleé MOTYT 00pabaThiBaTh
TEKCTHI U MPEJCKa3bIBaTh UX OCHOBHOM AMOLIMOHANBHBIN TOH. OJHAKO
MHOTHE 0030pbI U KOMMEHTapHH, pa3MeIlleHHbIE B MHTEPHETE, CONlepIKaT
HPOHUIO M CapKa3M, YTO MOXKET 3aCTaBUTh MOJIENeH KilaccupuimpoBarb
UX KaK «OJOKUTEIBHBICY, XOTS Ha CAMOM JIeJIe OHU BBIPAXKAIOT OTPHIIA-
TEJBHBIE SMOIIH, WK HA000POT.

[TosTOMYy y4eHBIE MBITAIOTCA Pa3paboTaTh MOIEIH, KOTOPhIE CMOTYT
O0OHapYXUTh capKa3M B IHCBMEHHBIX TeKcTaX. J[Be u3 Hamboiee MHO-
roobemaromux Mozeneli, HazBaHHble CASCADE n RCNN-RoBERTa,
Obutn mpeacrasieHbl B 2018 roay OTAENBHBIMU HCCIIEIOBATEIbCKUMU
rpymnmamu.

YyeHble TIPOBENU CEPUI0 TECTOB, HANPABIEHHBIX Ha OLIEHKY CIOCO0-
Hoctu Monenu CASCADE u RCNN-RoBERTa o6HapyxuBath capka3m
B KOMMEHTApHUSX, pa3MelleHHbIX Ha Reddit, m3BecTHOM OHNaltH-TIIaT(Op-
Me, KOTOpasi OOBIYHO MCIIONB3YETCs IS OIICHKH KOHTEHTa U 00CYKICHHS
pa3nyHbIX TeM. CHOCOOHOCTh 3THX IBYX MOJENEH BBLIBIATH CapKa3M
B BBIOOPOYHBIX TEKCTaX TAKXKE CPABHUBAIACH CO CPETHEH MPOM3BOIM-
TEJIBHOCTBIO YEJIOBEKA IIPU BBIITOJHEHUH TOM K€ 3a7auu U ¢ IIPOU3BOAU-
TENFHOCTBIO HECKOJIBKUX 0A30BBIX MOJIENEH TS aHATI3a TEKCTOB.

HccnemoBanue moka3aio, 9To KOHTEKCTHAs WHPOpMANys, Takas Kak
BCTpauBaHUE JIMYHOCTH IOJIH30BATENA, MOXKET 3HAYUTEIBHO YIy4YLIUTh
MIPOU3BOIUTENHEHOCTD MOZEIH.

OTu pe3ynpTarsl OyIyT cOCOOCTBOBaTh pa3paboTKe OONBIINX S3bI-
KOBBIX MOJIeNIel, KOTOpbIe JIy4llle Paclo3HA0T capka3M M HPOHUIO B ye-
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JIOBEUECKOM s3bIKe. Takue mMoaenu MOT'YT B KOHCYHOM HUTOTE€ OKa3aTbCAa
OECHHBIMH UHCTPYMCHTaMHU IJIsA 6BICTp01"O aHalin3a HaCTpOCHHﬁ OHJIaMH
O630pOB, ny6ﬂm<au1/11‘/‘1 " ApYTroro nojib30BaTCJIbCKOI0O KOHTCHTA.

6. Summarize the text and express your own opinion. Here are some
statements to support:

1. The progress of robotics, its potential gains and losses.

2. Computer vision- and machine learning-based algorithms and their
role in the development of HRI.

3. Face recognition technology and emotional Al.

4. Prospective spheres of application for affective intelligence.

5. Quirks and perks of affective intelligence.

7. Develop the following ideas in writing an essay (120-150 words):

1. One of the most significant benefits of artificial intelligence is that it
can significantly reduce errors and increase accuracy and precision. The
decisions taken by Al in every step are decided by information previous-
ly gathered and a certain set of algorithms. When programmed correctly,
these errors can be reduced to null.

2. On of the noted pros of Al is decision-making. Al enhances deci-
sion-making by leveraging vast data to identify patterns and trends often
invisible to humans. Machine learning algorithms can analyze historical
data and predict future outcomes, allowing businesses and individuals to
make informed decisions quickly and accurately. Al’s ability to process
information at high speeds reduces the time required for decision-mak-
ing, thus providing a competitive advantage in dynamic environments.



Appendix 1
Additional Vocabulary

Cocmasumenu K. B. Boponuos, C. H. I'ypos

I'OBOPH ITIO-PYCCKH

Kparkwuii anniio-pycckuit ClioBapuk TEpMUHOB M a00peBHaTyp, 00bId-
HO BBI3BIBAIOIINX HAaWOONBINUE TPYTHOCTH IPH IEpPEeBOIE HA PyCCKUI
SI3BIK Y JIUII, HAUMHAIOMINX 3HAKOMHUTBCS ¢ TEMAaTHKOW MCKYyCCTBEHHOTO
natemnekra (M), mammanoro oOyuenust (MO) pacro3naBanus oOpa-
30B (PO) u cMexHbIX o0nacTeil.

A/B testing — A/B TecTupoBaHHe: CTATHCTUYECKHIA CITOCOO CpaBHEHHUS
TecToBOTO (A) M KOHTpOJbHOTO (B) moaxomoB Asst BISIBICHUS JTyd-
Iero.

Ablation — abmsiiusa: mamr. o0yd. yJajieHue;,; METO/ OIIEHKU BaXKHOCTH
(YHKITH MU KOMIIOHEHTA MOJICIIH ITyTeM BPEMEHHOTO €T0 YAaJCHHUs
HX U3 MOJEIH.

Accelerator chips (accelerators) — 4YHIBI-yCKOPUTENH: armapaTHbIC
KOMITOHEHTBI, MpEeJHA3HaueHHbIE JUIl YCKOpPEHHs Hauboliiee Tpyao-
E€MKHX BBIYMCIICHUI aJlTOPUTMOB TITyOOKOTOo 0OydeHUus (TCH30pHEIE,
rpadudecKue mporeccopsl U IIp. ).

Accuracy — mpaBuibHOCTE: Jtost (TP+TN)/(TP+TN+FP+FN) mpa-
BIJIBHO KJTaCCU(UITMPOBAHHBIX OOBEKTOB.

Active Learning — akTHBHOE 00y4yeHHE: TOAXOM K MAITMHHOMY 00yde-
HUIO, IPH KOTOPOM QJITOPUTM BBIOMPAET OOBEKT, YTOOBI CIIPOCUTH Y
YUUTENSI JaHHBIE, HA OCHOBE KOTOPBIX OH OyZeT nanee 00ydarhCs.

AP, Average Precision — cpeHsisi TO4HOCTb.

ARHR, Average Reciprocal Hit-Rank — pekomeH. cucT.: cpenHuii B3a-
WMHBIN PEHTHHT MONaIaHuUs.

Assessor — OLIEHIIMK: Mail. 00y4Y. KCHEPT, OLCHUBAIOIINI KauecTBO
OTBE€TAa MOACIIN HUIIN pa3Me‘~IaIOIHHI>i HpaBI/IJ'ILHI:Jﬁ OTBET Ha 06’LCKTC.
Attention, attention mechanism, attention model — mexaHu3M BHU-
MaHUsA: MOACIIb, OLICHHUBAKOIIAasA Ba>XXHOCTh 3JICMCHTOB, HAXOAAIIUX-
Csl B KOHTEKCTE (B OKPECTHOCTH) aHAIM3UPYEMOTO JJIEMEHTa; TeX-
HUKA, UCIIOJIb3yeMasl B TITyOOKHX HEHPOCETEBBIX MOIENAX CIOKHO
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CTPYKTYPUPOBAaHHBIX JaHHBIX (TEKCTOB, M300pa)K€HWi, CUTHAJOB,
rpadoB).

AUC, Area Under Curve — rmiomiaib o KPUBOM.

AUC-ROC — momazap mog ROC-kpuBoit ommoOoK.

Augmentation — ayrMeHTaIus: Mail. o0yd. ITONOJIHEHNE, HCKYCCTBEH-
HOE CO3/1aHHe HOBBIX IPELE/ICHTOB KaK cierka M3MEHEHHbIX KON
CYIIECTBYIOIIHX.

Autoencoder — aBTOKOTUPOBIIHK: MOJIENb, 00YJarOIIascsl H3BICYCHUIO
HanOonee BaKHON HHpOpManny (0OBIYHO B BHJIC YHCIOBOTO BEKTOPA)
U3 BXOJIHBIX JaHHBIX; COCTOMT M3 KoJepa U JAeKoepa.

AutoML — aBroMaru3upoBaHHOE MAIUHHOE O0ydYCHHE: aBTOMATH3HU-
POBaHHBIN TPOLECC IS TOCTPOCHUS MOZIEICH MAIIIMHHOTO 00y 4eHHSI
(TonroToBKa NAaHHBIX, HACTPOWKA TUIEPIIAPAMETPOB, TUIAHKPOBAHHE
IKCIIEPUMEHTOB U JIp.).

Average-pooling — oObeTMHEHHE TI0 CPETHEMY 3HAUEHHIO: 00p. U300p.
3aMeHa IPSMOYTOJIHLHOTO ONOKa M300pakeHHs CPEIHUM 3HAYCHHUEM
10 OJIOKY JAJIsI CHIDKEHHUS pa3Mepa n300pakeHHs.

Axis-aligned condition — 06p. u306p. npsiMoe ycaoBUE B IepEBE pelle-
HU, BKJIIOYAIOIIEE TOJIBKO OIHH OOBEKT.

Backpropagation — oOpaTHOe pacrpocTpaHeHUE [OIIUOKH |: alTOPHUTM,
peanmu3ytomuit o0yderne MHC mMeTomoM rpaJiieHTHOTO CITyCKa.

Bagofwords — merok cjioB: 00p. TeKCTa MpeicTaBICHUE CIIOB BO (par-
MCHTC TEKCTA, HE3aBUCHUMO OT UX IOpAAKaA.

Baseline — 6a30Bblil ypoBeHb: Mall. 00. OOLIEU3BECTHBIN METOA, MO-
Jielb UM IPOrpaMMHAas pealu3alys perieHus JaHHO! 3a1aul.

Batch — makeT (rpymma, madka, Habop) TaHHBIX, HOAAIOIINXCS B MOJETh
OJHOBPEMEHHO.

Benchmark — opueHTHp, KOHTPOIBHBIN MTOKA3aTENb: MaIl. 00. METOIH-
Ka TeCTUPOBAHUs, OCHOBAaHHAS Ha CPABHEHUU PE3YIBTATOB HECKOJb-
KHUX MOJIEJIel Ha OJTHOM WJIM HECKOJIbKUX Ha0Oopax JaHHBIX.

BERT, Bidirectional Encoder Representations from Transformers —
IBYHAIIPaBICHHBIH KOAMPOBIIMK HA OCHOBE TpaHchopMmepa: MOAEIb
KOHTEKCTHO-3aBHCHMOTO BEKTOPHOTO IPEACTABICHHUS TEKCTa, HC-
MIOJIB3YIOIIAsiCS Ha OCHOBE apXHUTEKTYPHI y TpaHcpopMepa.

Bias — BennunHa cMelIeHUs, CMEIIEHHOCTb, IPEAB3ATOCTb.
Bound — rpanwuna.
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Breakeven point — Touka 6ananca, (To xe, 4yTo R-precision).

CAE, Contractive Auto-Encoders — cxxuMmaroniie aBTOKOIHUPOBIIHKH:
QJITOPUTMBI PETyJIApHU3aIMH ITPU IIOCTPOSHUH IIPH3HAKOB Ha 00ydaro-
[IMX BBIOOPKAX.

Case — miperie/ieHT, 00bEKT BEIOOPKH.

CASE, Computer-Aided Software Engineering — Hab0p HHCTPyMEHTOB
U METOJIOB JIJIs1 MPOSKTHPOBAHMUS IIPOTPAMMHOTO 00SCIICUCHHS.

CD, Contrastive divergence — anroputm obydenuss RBM c¢ nensto Ha-
XOK/ICHUSI OTITHMAJTBHBIX BECOB MATPHIIBI CBSI3EH MEK/TY CIIOSIMHU.

CDF, Cumulative density function — (yHKIHS BEpOATHOCTH TOTO, YTO
CllydyaifHasl BeJIMYMHA [IPUMET 3HAYCHUE, MCHBIIICE WIH PAaBHOE JIaH-
HOMY 3Ha4YCHHUIO.

CEC, Constant error carousel — kapyceib KOHCTAHTHOH OLITHOKH: ajro-
PUTM KOHTPOJMPOBAHUS PACIPOCTPAHCHUS OLIMOOK NMPH HACTPOIiKe
HHC.

Characteristic — xapakTepUCTHKa, IPU3HAK.

Children of a node — mouepHue BepIUHBI, HEOCPEJCTBEHHBIC TOTOM-
K (B rpadax, IPSBOBUAHBIX CTPYKTYpax).

Cluster matching — comocTaBieHue KJIaCTEPOB.

CNN, Convolution Neural Network — cBeprounas UHC: apxutektypa
HNHC, nns 06paboTKH CIIOKHO CTPYKTYpPUPOBAHHBIX AAHHBIX (0OBIY-
HO — M300pakeHMii), OCHOBAaHHAs Ha JIOKAJHHOM yCPETHEHUH HIIH
JIPYTHX CHOoco0ax CBOpAYMBAHMS JIEMEHTOB JAHHBIX IO JIOKATbHBIM
OKPECTHOCTSIM.

Coherence — OTHOPOITHOCTH (AIIEMEHTOB H300PaKEHH).

Confusion matrix — Marpuia omuoox.

Congruencing — CONTaCOBAaHHOCTB: 00p. H300p. CPaBHEHHUE, COBMEIIIE-
HUE U300paxKeHui.

Convolution — cBepTka: 00p. H300p. crienuanbHas Omnepalus Haj ma-
poii KBaipaTHBIX MaTpuil A (M300pakeHue) mopsaaka n u B (¢pustp)
Hmopsiaka m, n>m.

Credit Assignment Path (CAP) — myTh niepeiaun OTBETCTBEHHOCTH: I1e-
oyka rnpeodpa3zoBaHuii OTBeTCTBeHHOCTH (credit assignment path) ot
Bxofa k Beixoxy MHC.

Credit assignment — nprcBoeHHe KOIDPHUIUEHTOB JOBEpHs (TIpaBIIaM
SKCIIEPTHON CHCTEMBI).
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Cross-entropyloss — Kpocc-dHTpomuitHas QYHKIHS TOTEPh, TO JKE, YTO
LogLoss.

Cumulative density function, CDF — ¢yyHKIHS IIIOTHOCTH BEPOSTHOCTH.
Data Mining — WHTEIUICKTyaJIbHBINA aHATN3 JTAHHBIX.
Dataset — BbIOOpKa, HAOOP JAHHBIX.

Decision forest — pemaromuii Jiec, JeC pelIaonIux JISPeBbEB: MaIll.
00y4. aHCaMOJIb PEIIAOIINX AEPEBLER, TOYYCHHBIN TyTEM IIPOCTOTO
TOJIOCOBAHHS.

Decision list — pemaromuii CIUCOK, TakKe KOMHTET CTapIIHHCTBA!
YaCTHBIN CITy4ail penraroniero JepeBa ¢ EAMHCTBEHHON BETBBIO.

Decision stump — pemaromuii meHb: YacTHBIN CiTydail pemaromnero jie-
peBa, B KOTOPOM KOpHEBasi BEpLINHA OKa3bIBACTCSl TEPMUHAIBHOM.

Decision table — pemaromias Tabiuia, TaKke HEOPEIKHOE pelaroniee
nepeBo (oblivious decision tree): 4acTHBIN ciTy4aid cOaaHCHPOBAaHHO-
O PEIIAOIIEro AePeBa, B KOTOPOM BCe BHYTPEHHHE BEPIIMHBI OHOTO
YPOBHSI COIEPIKAT OTHO M TO XK€ YCIOBUE BETBICHHUS.

Decision tree — JepeBo MPHUHATHS PEIICHHM, JEPEBO PEIICHUH, pema-
IolIee JePEBO.

Deep belief networks — ryOokast cetb moBepus: tum ryookux MHC,
B KOTOPBIX HEHPOHBI CKPBITHIX CJIOEB TOJIBKO C HEMPOHAMH COCEHETO
CIIOSL, HO HE JIPYT C JPYTOM.

Deep Learning — o6yuenune miyookux MHC; oTinuuaeTcst oT KJIaccH-
YECKUX METONOB MaMHHOTO 00ydeHus (shallow learning) Tem, urto
(a) npuMeHsieTcs K CIOXHO CTPYKTYPUPOBAaHHBIM JaHHBIM, (6) oc-
HOBHAas Macca CJ0€B, 332 UCKII0OYEHUEM HECKONbKHUX MOCIEIHUX, 00-
pa3yeT o0yuaeMmyl0 Mojeidb BEKTOPU3alMH JTaHHBIX, (B) 3TO MO3BO-
JSIET TOJIHOCTBIO AaBTOMATH3MPOBaTh KOHCTPYHPOBAaHHE IPH3HAKOB
(feature engineering) 3a c4eT KOHCTPYHPOBAHHS apXUTEKTYPHI CETU
(architecture engineering).

Deep neural network — rimy0Ookast HeliporHas ceTs, cM. Deep Learning.

Denoising score matching — crinaxuBaroriee conocTaBieHne 0aaioB:
CTaT. METOJ OLICHKM IUIOTHOCTH BEPOSTHOCTH, OCHOBAaHHOI Ha J0-
0aBJICHUM IIyMa K BXOIHBIM JAaHHBIM C MOCICIYIONINM IIyMONOAA-
BIICHHEM.

Denoising — mrymomnoaasieHue: Maml. 00yd. MOIX0A B caMOOOyUCHHUH,
IpU KOTOPOM B HA0Op JaHHBIX HCKYCCTBEHHO I00ABISIETCS IIyM,
a MOJIEIb YIUTCS €T0 YCTPAHSITb.
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Detection — BeIsABNIEHHE: 00p. H300p. OOHApYKEHHUE OOBEKTOB Ha U30-
OpakeHuU.

Dictionary Learning — oOy4eHue ciioBapsi: METOJ] aHaJIN3a JaHHBIX, CO-
CTOSILIMIA B TOUCKE Habopa 0A30BBIX ANIEMEHTOB (JIMHEHHAs KOMOWHA-
LUsI KOTOPBIX COCTABJISIET CJIOBAph), HAMIYYLINM 00pa3oM IpecTaB-
JISIFOIIET0 BEKTOP AaHHBIX.

Dilated convolution — o6p. u300p. paciupeHHAas CBEPTKA.
Distance — MeTpuKa, paccTosiHue, QYHKIUS PACCTOSHHUS.

Distillation — wmami. 00y4. TpoIliecC YMEHBIICHHS pa3Mepa MOJCITH
(«yuuTenby») 10 MOJENW MEHBIIETO pa3Mmepa («Y4EHHK»), KoTopas
MaKCHMAaJIFHO TOYHO HMUTHPYET IPECKa3aHus HCXOMHOW MOJIEIH.

Dither — 00p. u300p. pa3MbIBaHuE.

DL, Deep Leaning — rybokoe o0y4eHHe: MallIMHHOE O0yYEeHHE C UC-
nonszoBanreM MHC co MHOTMMU CKPBITBIMH CIIOSIMU.

Downsampling — cyOmuckpeTn3aliis, MOHIKAIOIAs BEIOOPKA: METO[
00pabOTKY HaHHBIX, HCIOJIB3YEMBIH JUI YMEHBIICHHS CTEIICHH AeTa-
JAU3aLUH JAHHBIX BPEMEHHBIX PSIIOB.

Dropout — otces: mamr. o0y4. metox perymspusanuun MHC, ocHoBan-
HBIW Ha OTKJIFOUEHHH CITy4aifHO BHIOpaHHBIX HEHPOHOB BO BpeMsi 00y-
YEHHUS.

Edge — rpanuna: o0p. u300p. IPKOCTHBIA HEPEX0M, KOHTYp, IpaHHIA
o0sacTé U300paXKeHusL.

Embedding — BcTpauBanue, BoxeHue: Maml. 00. BEKTOpPHOE NPECTaB-
JIEHWE HEYHUCIIOBBIX AaHHbIX B THC.

EMD, Earth Mover’s Distance — (JIOCIOBHO: pacCTOSHHE MEXKIY 3eM-
JIEPOMHBIMH MaIlIHHAMH ) TTOKA3aTelb OTHOCUTENILHOTO CXOJCTBA MEXK-
Iy IByMS TOKYMEHTaMH; 9€M OHO MEHBIIIE, TeM 00JIee TIOX0KH JTOKY-
MEHTBHI.

End-to-end — oOyuenue texHonorus, npu koropoit Ha Bxog MHC mo-
CTyINaroT HeoOpaOOTaHHBIE UCXOHBIE N300paKEHUS, a Ha BBIXOJIE T10-
Jy9aloT TOTOBBIC OTBETHI.

ERM, Empirical Risk Minimization — MHHUMH3AIMsI SMIHPUIESCKO-
ro pucka: cnocod oOyueHHs, HAXOKICHHUS ONTHUMAIbHBIX 3HAYCHHMA
rapaMeTpoB MOJIEIH, IIPH KOTOPBIX (QYHKIIMOHAT CPEAHUX MOTEPh Ha
oObekTax oO0ydvarorieil BHIOOPKH, HA3bIBAEMbBIH SMITUPHUYCCKUM PH-
CKOM, TIPHHAMAET HAUMCHBIIICE 3HAUCHHE.
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Explaining Away — addekr onpaBraHus, peIyKIIHU MPHYHHBL: METO]
HacTpoiiku BecoB MHC, 3akmrogyaromuiicsi B BEIOOpEe U3 MHOXKECTBA
MPUYXH CIIOCOOHBIX BBI3BAaTh HAOIIOIaeMOe SIBJICHUE KaKOW-TO OTHOM.

F1-score, Fp — F-omenka, cpeaHee rapMOHHYIECKOE TOYHOCTH U TTOJTHO-
THI C BECOM TOYHOCTH 3.

Feature cross — cunTeTHYECKU 00BEKT, 00pa30BaHHBII MyTEM «IIepe-
CEUCHHUSI» KaTerOpUaIbHBIX I TPYIIOBBIX 00BEKTOB.

Feature engineering — KOHCTpYWUpOBaHHE NMPHU3HAKOB: OOLIUI TEPMUH
IUTSL pa3lIMdHBIX METONOB BBIIEICHMS, TeHEpauu, O0ydeHHs, IPeoo-
pa3oBaHMA M 0TOOPA IIPH3HAKOB.

Feature extraction — BbIIeTICHHE TPU3HAKOB U3 CIOXKHO-CTPYKTYPHPO-
BaHHBIX JaHHBIX (1/1306pa>1<eH1/15[, TCKCTbI, CUTHAJIbI, TDAH3aKIIUH, I'pa-
GBI 1 Op.).

Feature generation — reHepanus MpU3HAKOB: aBTOMATHYECKOE FITH TIO-
JTyaBTOMAaTHUECKOE TIOPOXKICHIE OONBIIOTO YHCIa MIPU3HAKOB, U3 KO-
TOPBIX 3aTeM MPHUIETCS 0TOOpaTh Hanbonee HH(POPMATHBHEIE.

Feature learning — oOy4eHne NMpU3HAKOB: MOCTPOCHUE MPU3HAKOB KaK
(yHKIMI ¢ MapaMeTpaMi, KOTOPBIC ONTUMHU3HPYIOTCS TI0 TaHHBIM.

Feature selection — BbI00p HHGOPMATUBHBIX IPU3HAKOB.

Feature transformation — mpeoOpazoBaHue IPU3HAKOB: TIOCTPOCHUE HO-
BEIX NIPH3HAKOB KaK (YHKIWH HAJ NCXOTHBIMH IPU3HAKAMH.

Feature — 1) mpusHak; 2) mone3Hoe CBOWCTBO, 0COOEHHOCTH, BO3MOXK-
HOCTb.

Few-shot learning — moctaHoBka 3afauu 00y4eHUs KIaCCU(PUKALIU C
yunreneM Zero-shot learning mpu HeOOJIBIIOM YHCIIE IIPUMEPOB.

FFN, Feedforward Neural Network — uckycctBennas MHC npsimoro
pactpocTpaHeHus, 6e3 MUKINIECKUX WIN PEKYPCHUBHBIX CBSI3CH.

Fine tuning — nooOy4eHue.

FN, False Negative — mari. 00. 4ncio 00beKTOB, OITMOOYHO OTHECEH-
HBIX K OTPHLATENILHOMY KJIaccy, cTar. ommoOka II-ro posa, BoeH. mpo-
ITYCK LIeJH.

FP, False Positive — Mari1. 00. 91CiI0 0OBEKTOB, OITHOOYHO OTHECEHHBIX

K TIOJIOKUTEIIFHOMY KJIacCy, cTar. ommoOKa [-ro poma, BOCH. JOXKHAs
TpeBora.

FPR, False Positive Rate — nomns HeBepHO KiaccuPUIIMPOBAHHBIX 00b-
extoB, FP/(FP+TN).

153



Appendix 1

Framework — moaxon, MHCTpyMeHTapHii, porpaMMHas Iuiardopma,
yHOpoLIaloas pa3padoTKy NPOrpaMMHOIO MPOAYKTa.

Fully connected — nonurocssznas [THC].
Gain — BBIUTPBIIIL.

GBT, Gradient Boosted (decision) Trees — nuHEWHas KOMIIO3HIIHS
(B3BEIICHHOE TOJIOCOBAHUE) JICPEBLEB IPHHATHS pEICHHM, 00yJae-
Masi METOIOM TPaJNEHTHOTO OyCTHHTA.

Generalization ability — o6o0maroias crrocoOHOCTh: CBOHCTBO MOJIEIN
MAIIIUHHOTO 00yYCHHUS BOCCTAHABIUBATH OOIIYI0 3aKOHOMEPHOCTh IO
BBIOOPKE SMIMPHUCCKUX JTAHHBIX.

Generalization performance — koJuuecTBEHHas OLIEHKa 00001aromen
CTIIOCOOHOCTH MOJIENIH MAallTHHHOTO OOYYeHUS.

Generative Al — reneparuBHas moxenb MU, cnocoOHas co3naBath
peamucTHUHBIe ((EHKOBBIE) CIOKHO CTPYKTYPHUPOBAHHBIC NaHHBIE,
B YaCTHOCTH, TEKCTHI, M300paKCHMUS, ay[F0- WIIH BHICO-KOHTEHT.

GOFAI, Good Old-Fashioned Artificial Intelligence — crapsriit 7oOpsrit
UCKYCCTBEHHBII MHTENIEKT: knaccudeckuil MM B ommmuune ot Gonee
coBpemeHHbIX oaxoaoB (MHC, poboTtoTexnuka u ap.).

Group Method of Data Handling — MeTon rpymmoBoro y4era apryMeH-
ToB (MI'VA): cemeiicTBO MHAYKTUBHBIX alTOPUTMOB JII MaTeMaru-
YECKOTO MOJIEITUPOBAHIS MYIFTHIIAPAMETPHICCKUX JaHHBIX.

Hallucination — ramronuaanus: mMami. o0yd. CO3aHHe TPaBIONoA00-
HBIX, HO Ha CaMOM JIeJIc HEBEPHBIX BBIXOJHBIX JAHHBIX C MOMOIIBIO
reHepatuBHoOM monenu 1.

Handcrafted features — mpu3Haku, KOHCTpyHUpyEeMbIE HCCIEIOBATEIEM
(cMm. Feature engineering).

Herd — mami. o0y4. rpynmipoBKa JaHHBIX.

Hold-out — ortenka ob6o0marorei crmocoOHOCTH, BEIYHCIIEMAas 10 3K-
3aMEHAIMOHHOI (TECTOBOIT) BBHIOOpKE AT MOJCIH, OOyYEeHHOH MO
JIpyroii, HE3aBUCUMOI OT Hee 00yJaroliei BEIOOpKe.

HR, Hit-Rate — pekoMeH 1. cUCT. K03()(HUITUSHT NONAIaHNUS.

Hyperparameter tuning — onTHMHU3aIus TUIIEPIIAPAMETPOB, 3TaIl B TIPO-
necce pazpaborku moaeneit MO.

i. 1. d., independent and identically distributed [random variables] —
HE3aBUCUMO M OJMHAKOBO pAacCIpEICIICHHbIE [CllydaliHble BEIH-
YUHBI].
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Independent Subspace Analysis — aHanM3 HE3aBUCHUMBIX IOIIPO-
CTPaHCTB.

IoU, Intersection Over Union — nepecedenne HajJ 00beIMHEHUEM: MEpa
(JANBJ)/(JAUB|) coBnagenus (6mu3octn) MHOXKeCTB A U B kak mons
o0IIMX 37IeMEeHTOB B HUX, Mepa JKakkapa (Paul Jaccard).

Items — pexoMeH. CUCT. 00BEKTHI (IPOIYKTHI, U3ENHs), KOTOPEIE pe-
KOMEHYET CUCTEMA.

Kernel Machine — xJ1acc anropuTMOB paciio3HaBaHUs 00pa30B; K HEMY
OTHOCHTCS SIBJISIETCS METOJI OMIOPHBIX BEKTOpOB (SVM, cM.).

KSVMs, Kernel Support Vector Machines — anroputm Kiaccuguka-
MU, KOTOPBIA CTPEMHUTCS MAaKCUMAaJIbHO YBEIHYHUTH 3a30p (margin)
MEXAY KIacCaMH IIyTeM OTOOpa)KEHHsI BEKTOPOB BXOMHBIX JaHHBIX
B IIPOCTPAHCTBO OoJiee BBICOKOH pa3MepHOCTH.

Label — meTka, kacc, METKa Kiacca.

LCC, Local Coordinate Coding — airoputm JOKaIbHOTO KOTUPOBAHHS
KOOPJIUHAT.

Leave-one-out — oreHka 0000IIAOIIEH CIIOCOOHOCTH, BBIYHCIIIEMAs
MMyTeM YCPEITHEHUS 10 BCeM 00BEKTaM BBIOOPKH BEITHYHHBI MOTECPH
JUTS. MOJICITH, 00y4YEHHOH 10 BCeH BEIOOPKE KPOME JaHHOTO 0OBEKTA.

Lift — mamr. 06. mpupocT.

LogLoss, Logistic Loss — noructudeckas (yHKIUs MOTEPb, KPOCC-
SHTPONHUIHAS (QyHKINS TOTEPb.

Loss — moteps, ¢pyHKIUS MOTEph: Marl. 00. KOJHYECTBCHHAS Mepa He-
TOYHOCTH TIPEICKAa3aHUs MOJCTH Ha OTACIHHOM O0OBEKTE.

LSTM, Long short-term memory — jgoiras KpaTKOCpOYHas MaMsTh:
JUIMHHAS LeNb 3JIEMEHTOB KPAaTKOCPOYHOU MaMsTH, criocoOHas K 00-
YYEHUIO JIONTOBPEMEHHBIM 3aBUCHMOCTSIM, Pa3HOBHIHOCTb apXUTEK-
Typbl RNN.

MAE, Mean Absolute Error — cpemnss abcontoTHas onmoka.

Manifold Tangent Classifier — kiaccudukarop Ha 06a3e KacaTelbHBIX
OPOCTPAHCTB MHOTOOOpa3uii.

MAPat K, Mean Average Precision at K, map@K — ycpennennas cpe-
Hsis1 TOYHOCTh Ha K smemenTax, cpeaHee apupMeTHUSCKOE CpeaHeh
TOYHOCTH, IpUHUMaromias 3HadeHus ot 0 mo 1.

Margin — 3a30p. OTCTYII: Mall. 00. paCCTOSTHAE MEKIY KiaccaMu.

Matching — comocrasiieHre, cpaBHEHHE, HAIP. H300PAKCHHUN C TAIIO-
HOM, C APYTUM H300paKEHHEM.
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Max-pooling — MakcumasibHOe 00bEIUHEHUE B IyJ: 00p. N300p. CHU-
KEHHUE pa3Mepa H300paXeHHUs, COCTOSIIEE B 3aMEHE IIPSMOYTOIEHOTO
010Ka n300pakeHUsI MAKCUMaJIbHBIM 3HAYEHHEM B HEM.

MCMC — meronst Monte-Kapino ¢ MapKkoBCKUMU LIETISIMU.

Meta-learning — MeTaoOy4eHue: 3amada MO, B KOTOpOii 0ObEKTaMU SIB-
JSIFOTCSL SKCHEPUMEHTHI 110 MPUMEHEHUI0 METO0B MAIIMHHOIO 00Y-
YEeHUS K Pa3InIHBIM HA0OpaM TaHHEIX.

Metric — KpHUTEpHH.

ML, Machine Learning — MamunHHOE 00y4eHHeE.

MLE, Maximum Likelihood Estimation — olieHKa MaKCHMajIbLHOI'O
MPaBIOMOI00uSI.

MNIST — oTKpBITHIII HA0OP PYKONMHUCHBIX HauepTaHuit mudp ot 0 10 9
(oxomo 60 000 nzo0paxkeHmit).

Model capacity — CIOXXHOCTb MOJENH, YUCIO MapaMeTpoB, WIH EM-
kocTh (VC-pa3mMepHOCTh) MOJIETH.

Model Evaluation Metric — meTpuKka OICHKHA MOJIEIH, XapaKTepUCTHU-
ka kagectBa mozxenu MO: nanpumep, Fl-mepa, AUC-ROC, cpenne-
kBazparuuHas ommbka (MSE), cpennss abcomoTHas omnbdka (MAE)
U Jp.

MSE, Mean Squared Error — cpeaHss KBaapaTHIHas ONIHOKA.

NaN-trap, NaN-1oBy11Ka — npu KOTOpOi BO BpeMs 00y4eHHs OHO YHC-
1o monenu cranoputcss NaN (NoNumber, He Huciiom), 4To IpuBOIUT
K TOMY, 4YTO MHOTHE WUJIU BCE OCTAJIbHBIE uncia craHoBsATcs NaN.

NAS, Neural Architecture Search — nonck mo HeiipoOHHO# apXUTEKTYpe,
METOJI aBTOMAaTHYECKOT0 IIPOEKTHpoBaHus apXxutekTypsl MTHC.

NCE, Noise Contrastive estimation — MeToJ OLIEHKH MapamMeTpoB s
mozeneit NLP cpaBHEHHEM ¢ NIyMOM, MTO3BOJSET COKPATUTh BBIYHC-
JIMTCJIbHBIC 3aTpPaThl.

nDCG, normalized Discounted Cumulative Gain — peKkoMeH]I. CHUCT.,
MMOWCK. CHCT. HOPMAJIM30BaHHBIN JHUCKOHTHPOBAHHBIA CyMMAapHBIH
BBIUTPHIIIL: PACIPOCTPAHCHHAS METPHKA KaueCTBA PAH)KUPOBAHUSL.

Nearest neighbor graph — rpad Gmmwkaimmx coceaen.

N-gram — N-rpamma: o0p. TEKCTa yMOpAJOYEHHAs MOCIeNOBaTelNb-
HOCTb U3 N CIIOB.

NLP, Natural Language Processing — nanpasnenue WU, cBsizanHoe €
00pabOTKON €CTECTBEHHOTO S3bIKA.
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Non-maximum suppression — He-MakCHMaJIbHOE IOAaBIICHHe: 00p.
U300p. aNropuT™M (UIBTPALUH, YCTPAHSIOUMH TyOIHpyIOMINe THITO-
TE3bl ONPEIIEIICHUS OJIOKECHHS 00BEKTa.

Oblique condition — yMHEelHas pa3aelIsromas MOBEPXHOCTh: TMHEHHBIN
KJIaCCU(UKATOP, UCTIONb3YEMbIil B KAYECTBE YCJIOBHS BETBICHHS BO
BHYTPEHHEM Y3JIE 1€pEBA PELLICHUM.

Oblivious decision tree — cM. Decision table.
Occlusion — 00p. U300p.: HATOKCHHUE OJJHUX YACTEH CIICHBI Ha APYTHE.

Offline inference aBTOHOMHEIH BBIBOJ, IPX KOTOPOM CO3JA€TCS U COXpa-
HSIETCS TAKET TPOTHO30B.

One-shot learning — BapuaHT MOCTAHOBKH 3aJa4d OOyYCHUS KIIACCH-
(ukanuu ¢ yuutenem Zero-shot learning, koraa JOMyCKaeTCs OIMH
o0ydJaroImui mpumep.

One-vs-all — «oauH TPOTHUB BCEX»: METOA MOCTPOCHUS KIIACCHU(PHUKATO-
pa B 3aJ1a4¥ CO MHOTHMH KJIACCAMH, COCTOSIIIHIA B ITOCIICA0BATEILHOM
peIICHUM 3a]1a4 OTACICHUS KaXI0T0 Kiacca OT OCTaIbHbIX.

OOBevaluation, Out-Of-Bag evaluation — caMocTosiTenbHasE HECMe-
IIIeHHAas OLleHKa 0000IIArIIEH CIIOCOOHOCTH: METO OIIEHUBAHMS Ka-
YeCcTBa Jieca JePeBhEB IPUHATHS PEIICHUI.

Outlier — BBIOpOC.

Outlier detection — oOHapyxeHHE 00BEKTOB-BHIOPOCOB, UMEIOIINX aHO-
MaJIbHO OOJBIINE OTKJIIOHEHHUS OT OCHOBHOM Macchl 0OBEKTOB 00yda-
FOIIEH BRIOOPKH.

Overfitting — mnepeoOy4eHne, EPENOATOHKa: MaIl. 00. SBICHUE U30bI-
TOYHO TOYHOH anmpokcumanuu Mozensio MO 00beKkToB o0ydaromiei
BBIOOPKH B yIlIepO TOYHOCTH BOCCTAHOBJICHHSI 3aBUCUMOCTH Ha BCEM
MIPOCTPAHCTBE OOBEKTOB.

Oversampling — MeTon W30BITOYHOIN BBIOOPKH: YBEIUYCHHE pazMepa
MaJIOYUCIIEHHOTO Kiacca.

Parameterized transformation — napaMeTpu3oBaHHOE TIpeoOpa3OBaHUE.

Parametric mapping — mapaMeTpudyeckoe OTOOpakeHHUE: CTaT. METOJ
MOJTyYeHHUS HHPOPMAIIMU O TOMOJIOTHIESCKUX CBOWCTBAX CTATHCTHYC-
CKHX IIPOLIECCOB HA OCHOBE TEOPUU CIIy4alHBIX MOJIEH.

Patch — «3amnarka»: mporp. IpOrpaMMHOE CPEICTBO, HCIIONB3yeMOe
JUIS ycTpaHeHus: ombok wiu u3MeHeHust [10; o6p. m300p. obnacThb
nU300paskeHHs.
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PCA, Principle Component Analysis — aHanu3 INIAaBHBIX KOMIIOHCHT;
(axTOpHBII aHATHU3.

Perplexity — meprutekcusi: crar. 6e3pa3MepHasl BEIMYMHA, MEpa TOTO,
HACKOJIBKO XOPOIIO pPAacHpelesieHHe BEpOSATHOCTEH MpeICKa3bIBacT
BBIOODKY.

Policy gradient — B 00y4eHUM ¢ NOAKPEIICHUEM: TPATUEHTHBIA METO]
ONTHMHU3AIMK CTpaTeruu (OOBIYHO KaK MapaMeTPUUYEeCKOro BEpOsT-
HOCTHOTO pacHpe/eleHIs Ha MHOXKECTBE JICHCTBHIA) areHTa.

Policy — mam. 00. crparerwst.

Pooling — o0wvenunenue: onepanus oObEAUMHEHNS WM arperupOBAHUS
B cBeprouHbix MTHC; peanmsyercst kak HeoOyuaeMblii ClIOH HEHPOHOB
U UCIONB3YeTCs Al YMEHBIICHHUS Pa3MEpOB BXOJHOTO IMpPEACTaBIIC-
HUSI CJIOXKHO CTPYKTYPUPOBAHHOTO 00BEKTa (M300pakeHUs, CUTHAJIA,
TEKCTa).

PR-curve, Precision-Recall Curve — PR-kpuBast (B 0CSIX «TOYHOCTH-
TIOJTHOTA»).

Precision — TounocTh [noucka]: gonst TP/(TP+FP) peneBanTHBIX 00B-
€KTOB CPEJN HalJIEHHBIX.

Precision@k — 3Hauenue TouHoctu momcka (Precision), ecrmu cuuTarh
HAICHHBIMU TOJBKO MEPBHIC K 3JIEMEHTOB IMOUCKOBOU BBIIAYH.

Probability density function, PDF — ¢yHKIHS TUIOTHOCTH BEPOSITHOCTH.

Prompt Engineering — unxeHepus (KOHCTPYHPOBaHHE) MOJCKA30K: Me-
TOJMKA COCTABJIECHHS 3alIPOCOB K TeHEPAaTUBHON MOJIENH TEKCTa, H30-
OpaskeHUI WM APYTHX CIOXKHO CTPYKTyPHUPOBAHHBIX TAHHBIX.

Proposal — rumotesa: 00p. n300p. BeIIEIsIeMas 001aCcTh H300PaKEHUS,
B KOTOPOU MIPE/IMOIOKUTEIHHO HAXOIUTCSI UCKOMBIN OOBEKT.

PSD, Predictive Sparse Decomposition — IpOTrHO3UPYIOIAs pa3peiKeH-
Hasl JCKOMITO3UIHS: 00p. N300p. METO/ OJTHOBPEMEHHOW ONTHMH3a-
UM (QYHKITUH TOTEph U 0a30BBIX (DYHKIIMH MaTPHUIIBI H300paKEeHUSL.

Ratio matching — cooTBeTCTBHE OTHOLIECHUII: CTAT. METOX OLIEHKH ILIOT-
HOCTH BEPOSITHOCTH.

RBM, Restricted Boltzmann Machine — orpanudennas mamuHa bois-
[IMaHa, BUJ| cToxacTudeckoi pekyppentHoit MHC.

R-CNN, Region Convolution Neural Network — HelipoHHAas ceTh MeCT-
HOU CBEpTKH, ofHa U3 nepBbIxX cTpykTyp MHC s HaxoxaeHus: 00b-
eKTa Ha N300paKEeHHH.
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Recall — nomuora [nmoucka]: monst TP/(TP+FN) HalineHHBIX 00BEKTOB
Cpe/IU pEeJICBAHTHBIX.

Recall@k — 3nauenue nonHOTH Noucka (Recall), ecau cuurars Haii-
JCHHBIMHA TOJIBKO IIEPBBIC k 3JIEMEHTOB IIOMCKOBOM BbIJJa4uH.

Recurrent neural network, RNN — pekyppeHTHas HeHpOHHas CETh: BUJ
MHC ¢ quxnn4eckuMu CBA3SMH, KOIIa BBIXOJHOE 3HaUCHNUE HEHPOHA
HOCIEYIOIIEro CJI0s MOXKET MepelaBaThCsl Ha BXOA HEHPOHOB Mpebl-
JYIIUX CIIOEB.

Reinforcement Learning, RL — o0y4eHune ¢ momkpericHreM.
Reject a pattern — oTka3 ot knaccudukamu oosekTa, oopasa.

ReLU, Rectified Linear Unit BeinpaBneHHas TuHeHHas QyHKIMS: QYyHK-
WSl aKTUBAIMK, paBHast 0 I OTPUIIATEIBHOTO apryMeHTa U JINHEH-
Hasi ¢ kKo ummenTom 1 11 MOIOKUTENBHOTO.

Representation learning — oOy4eHHe MojaenH, CIOCOOHON TeHEpHUPO-
BaTh 10 OOBEKTY €ro MpecTaBlieHue (KaK MPaBHIIo, BEKTOPHOE) U 00-
Jajatoiee TpeOyeMbIMH CBOMCTBAMH.

Re-ranking — noBTOpHOE paHX’UpPOBaHKE, 3aKIIOUUTENBHBIIN ATan pado-
Thl PEKOMEHIATENILHOI CUCTEMBI, HA KOTOPOM MPOU3BOIAUTCS IOBTOP-
HOE OLICHUBAHUE IEMEHTOB KaKUM-THO0 JPyTUM alrOPUTMOM.

Reward — narpana, mpemust B 00y4eHHHU C IOAKPETLICHUEM.

Reward Signal — curnan Bo3HarpaxaeHus: (MOAKPEIUICHUs) HEHpPOHa
B MHC.

RMSE (RMSD), Root-Mean-Square Error (Deviation) — cpenHexBa-
JpaTuveckas omuOKa (OTKIOHCHHUE), KBAPATHBIA KOPEHb U3 CPEl-
HEKBaJIPaTHYHOH OIIUOKK IPOTHO3A.

ROC, Receiver Operating Characteristic curve — pabodasi XapakTepH-
CTHKa MMPUEMHHUKA: KpuBas omuooK., rpaduk B ocsix X:FPR-Y:TPR.

R-squared, R-kBagpar — ko3((UIMEHT AeTepMHHAIMU, MOKAa3bIBa-
IOIUH, HACKOJIBKO PErpecCUOHHAast MOJIEIb JTydllle MPHOIIKaeT AaH-
HBIE 110 CPABHEHUIO C MIPOCTEHIIIEH MOJENBI0 — CPEIHUM apu(MeTH-
YEeCKUM JIaHHBIX.

Score — OIICHKa, CymMMa.

Self-supervised learning — camocTosiTelbHOE 00yuYeHHE: MOCTAaHOBKA
3amaun MO, korja BMECTO MpeicKa3aHusl OTBETOB Ha o0bekTax (00y-
YeHHUs ¢ yuuTesneM, supervised learning), MOens yIUTCS IpeaCKa3hl-
BaTh BHYTPEHHIOIO CTPYKTYpY OOBEKTA.
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Semi-supervised learning — wyacTuyHOE 00y4YeHHE: MOCTAHOBKA 3a/1a4H
MAIIMHHOTO OOy4YeHUs, 3aHUMAIOIIas MPOMEKYTOYHOE TOJIOKEHHE
Mex 1y o0ydeHueM ¢ yururteneM (supervised learning) u oOydenus 6e3
yuutens (unsupervised learning), korna OTBETHl yYUTENs UMEIOTCA
TOJIBKO Ha TOABBIOOPKE OOBEKTOB, KaK MPaBUIIO, OTHOCUTEIHHO He-
OOJIBIIION.

Sequence Data Processing — 00padoTka 1mociie1oBaTeIbHBIX TaHHBIX.

Shallow Learning — moBepXHOCTHOE (HETITyOOKOE) O0yUCHHE: KIacCH-
yeckue metoasl MO, mpotuBonoctapnsemble riryookum MHC (deep
learning) u oTiIMYArONIMECS OT HUX B CICIYIOIINX aclieKTax: (a) mpu-
MEHSIeTCSI K 00bEKTaM C BEKTOPHBIMHU IPU3HAKOBBIMU ONHCAHUSIMH,
(0) He UMEIOT HEWPOCETEBOM apXUTEKTYpPHI, (B) a €CIH U HUMEIOT, TO
YHCIIO CJI0EB HE TPEBOCXOAUT TPEX.

Shrinkage — ycanka: mMani. o0y4. peryiaspu3anus B JUHSHHOW MOAETH
KJIaCCU(HUKALIUY WK PErPECCUH, TIPUBOIAIIAS K CKATHIO BEKTOPA KO-
3G PUIHNCHTOB, CHI)KAET BIUSHHE MYJIBTUKOUIMHEAPHOCTH U KOHTPO-
JTUPYeT nepeodydeHue.

Similarity function — ¢yHKIHS 6IH30CTH (CXOACTBA).

Sketching — co3nanue 3CKH30B, MPEABAPUTEIBHEIN aHATH3 CXOICTBA Ha
npuMepax.

Smoothed n-gram models — 00p. TecTa criiaxXeHHbIE N-rpaMMHBIE MO-
JCITH.

Softmax function — QyHKIMS MATKOTO MaKCUMyMa.

SOTA, State-Of-The-Art — BbIciIee JOCTHXKEHUE, PEKOPI, PEKOPAHBII
YPOBEHb.

Sparsity — pa3peXeHHOCTB: JOJIS AJIEMEHTOB, PaBHBIX HYIIIO B BEKTOPE
WM MaTpUIIC.

Spike-and-Slab regression — TouedHas perpeccus, OIUH U3 BAPHAHTOB
OaiiecoBCKOI THHEIHO perpeccuy.

Spiking neuron — UMITyTbCHBIH HEHPOH

SPMD, Single ProgramMany Data — oxgHa nporpamma / MHOTO JlaH-
HBIX.

Stacked Auto-Encoders — MHOrOypoBHEBBIE aBTOIHKOAEPHI: THI all-
ropuTMa DIIyOOKOTO OOYYeHHs, COCTOSIIMN U3 HECKOIBKUX YPOBHEH
pa3peKeHHbIX aBTOIHKOAEPOB (autoencoders), B KOTOPBIX BBIXOMBI
Ka)IOT0 YPOBHS MOAKIIOYCHBI K BXOJaM CIICIYIOIIEr0 YPOBHI.
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Additional Vocabulary

Stochastic Maximum Likelihood — anroput™m cToxactiuueckoil Makcu-
MU3aIUH TTPABIONION00HS

Subsampling — moaBeIOOpKA.
Subsumption — kareropusanus, OTHECEHHE K KJaccy.
Supervised learning — oOydeHHe ¢ yIUTEIEM.

Support Vector Machine, SVM — wmeton (He mMamuHa!) OMOPHBIX BEK-
TOPOB.

Temperature — Mamr. 00. runieprapaMeTp, KOTOPbIA KOHTPOIUPYET CTe-
MI€Hb CJIYyYalHOCTH BBIXOJHBIX JAHHBIX MOAEIH.

Tensor — TeH30p: Maml. 00. MHOTOMEpHBIE CTPYKTYPHI JaHHBIX B TPO-
rpammax TensorFlow (BeKTOpBI, MaTpUIIBI U Ap.).

Test set — npoBepouHas (TecToBast) BEIOOPKa OOBEKTOB PACIIO3HABAHNS,
UCIIONIB3YETCS TONBKO (DMHAIBHOTO OIHOKPAaTHOTO HECMELICHHOTO
OLICHUBAHWUSL.

tf. Example, tf(TensorFlow) — Oydep npoTokona assi onucaHus BXOJ-
HBIX JIAHHBIX.

Threshold — mopor.

Time-Delay Neural Network — HelipoHHas CETh ¢ BpEMEHHOM 3a1epiK-
KOM.

TN, True Negative — Mari. 00. 4uciI0 0OBEKTOB, IPAaBUIBHO OTHECEH-
HBIX K OTPUIATENIFHOMY KJIACCy; BOCH. IPAaBUIIbHOE HEOOHAPYKEHHE.

Token — cuMBoI: Maml. 00. ONIO3HABATENLHBIN 3HAK, XapAKTEPHBIH 00b-
€KT: JIEKC. aHAJIU3. MOCIE0BATEIbHOCTE CUMBOIIOB, COOTBETCTBYIO-
11ast JIeKCeMe.

Tower — marir. 06. xomnoHeHT ryookoir MHC, kotopslii cam 1o cede
seisieTcst myookord MHC 6e3 BBIXOAHOTO CIOsl.

TPR, True Positive Rate — pomnst TP/(TP+FN) npaBuibHO Kitaccupum-
POBaHHBIX 0OBEKTOB MONOXKHUTENBHOTO KJlacca.

TPU, Tensor Processing Unit — Momynb TeH30pHON 00pabOTKH.
Training set — oOyuJarorniasi BEIOOpKa.
Training — oOy4eHue.

Transformer — Tpanchopmep: mamr. 06. apxurekrypa nrybokoir MHC
JUISL aHAITU3a CJIOXKHO CTPYKTYPHUPOBAHHBIX JaHHBIX (TEKCTOB, H300pa-
JKCHUH, CUTHAJIOB, Tpa)oB), B KOTOPBIX KaXKABIH OOBEKT COCTOUT W3
B3aMMOCBSI3aHHBIX JIIEMEHTOB.
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Undersampling — MeTOx HEIOCTATOYHON BHIOOPKU: YMEHBIIICHHE MOIII-
HOCTH Hanbosee MOIIHOTO (IOMUHUPYIOIIET0) Kilacca.

Validation set — mpoBepouHast BEIOOpKA: HCIONB3YeTCs A BBIOOpa
nmyqmei mopenu (model selection).

Validation — nipoBepka Ha nmpoBepouHOit BeIOOpKe (validation set): Hec-
MEIIleHHAs OIICHKA Ka4eCTBa MOJIENIN Ha HE3aBUCHMOM BEIOOpKE JTaH-
HbIX. OTIIMYaeTcsl OT TeCTOBOU BBHIOOPKH (test set) Tem, 4TO MO Tpo-
BEPOYHOH BBIOOPKE MOXET OCYIIECTBISITHCS BBIOOD JIydIell MOAETH
(model selection) mnu monOoOp rumnepnapaMeTpoB MOJEINH, B TO BpeMs
KaK TECTOBasi BBIOOPKA UCIOIB3YETCS TONBKO U151 (PHHATBHOTO OJTHO-
KpaTHOTO HECMEIICHHOTO OIICHUBAHUSI.

Variance — pasz0poc, aucnepcusi.

WALS, Weighted Alternating Least Squares — B3BelIeHHBII Toouepe-
HBIN METOA HAMMCHBIIIUX KBA/IPATOB.

Weight decay — cokparueHue Beca.

Word embedding — mnpezncrapieHue cioBa Kak 3JI€MEHTa JIMHEHHOTO
BEKTOPHOTO MPOCTPAHCTBA.

Zero-shot learning — mocraHoBKa 3a1a4n 00y4eHHs KJacCHU(UKanuu
C yduTeIeM, KOIza B TECTOBOM BBHIOOPKE MOTYT MOSIBUTHCSI OOBEKTHI

HOBBIX KJIACCOB, JJISi KOTOPBHIX B OOyuaromieil BeIOOpKe HEe OBLIO HU
OZIHOTO IpHMepa.



Appendix 2

Translate into English

IT u menexommyHuKayuu

B Havane 60-X T0/10B KHOSPHETHUKH MPeCKa3bIBaAIM, 9TO Yepes 20 et
KOMIIBIOTEPBI CTAaHYT YMHee uenoBeka. O>KUIaloch, YTO MAlIMHBI C UC-
KyCCTBEHHBIM MHTEJUIEKTOM OYyIyT CTPOHTH ropofa Ha Mapce u paspe-
IIaTh KPU3UCHI CEMEWHOM ku3HU. Heynaua nepBhIX MOMBITOK CKOHCTPY-
upoBath MU npuBena k HaCTyIUIEeHHIO Tak Ha3biBaeMon MU 3umel. Uto
JeNaTh, eCII HAIlM OKAAAHUS ObLTH OOMaHyTHL. BeposiTHO, OHUM OBLTH
noxHbl. KoMIbroTep HUKOTIIA HE CMOXKET Becesio OeceoBarh ¢ HaMHu Ha
¢dypierax. Ho Kpynu3-KOHTPOJIb B aBTOMOOMIISAX, MAapLIPYTH3ALHUSA dJIEK-
TPOHHOI IOYTHI HAa CEPBEPaX, MEPCOHANN3ALUS PEKIaMbl 1 HOBOCTHBIX
Mo00POK — MPUMEPHI ACHCTBYIONIET0 NCKYCCTBEHHOTO MHTEIJIeKTa!

AbdpomopTHl HPEACTABISIOT CO00M MecTo, rae Haubonee CIOXKHO
peanu3oBaTh 3a7ady paclpeneicHus pecypcob. CaMoneTsl MOTYT 3a-
JACPIKUBATHCA, OAHA npo6neMa HaKJIaAbIBACTCA Ha APYT'YIO — U BMECTEC
OHH COCTAaBIIIIOT HEBOOOpasMMyr0 Mo3auky. [Iporpammsl KOMIaHUH
Ascent MPenCTaBIAIOT COOOW HEKOEr0 OCbMUHOTA C THICSYBIO JIAll, KO-
TOPBIH OyaeT mepeMentaTh AeTalli 3TOH MO3auKu A0 TeX II0p, IIOKa OHU
HE CJIOKATCsl B OCMBICIIEHHYIO KapTUHY. Bce nepeuncieHHOe Ha3bIBaloOT
noructukod. Ecnu ¢ 3amaueil cipaBUTBHCS HE YIAETCs, TO MPUXOIUTCS
MOAKITIOYATh K JeJy aJrOpUTMBI ecTeCTBeHHOro oTbopa NI u mpokpy-
YUBATh Pa3IMUHbIe HEOPIAUHAPHBIE CLICHAPUH JI0 TEX MOP, MOKa caMoJie-
ThI He OyIIyT 3alpaBJIeHbl U YJIETAT 110 Ha3HAYEHHUIO.

WuTynnms, kazanock Obl, aDCOIIOTHO YeJoBevecKas, a He MallluHHAS
yepTa, HO OKa3bIBAETCS, M €€ MOXKHO JOCTAaTOYHO YCIIEIIHO KOMITBIOTE-
pusupoBarb. B ocHOBe J1000TO TpeABHICHUS Jie)KaT COOBITHS MM Ha-
OTromeHus, XpaHAIIUECs B HEJpax HaIIero ONbITa. XOPOIIHH Bpad OTIIH-
YaeT anmeHIUINT OT OOJH B KHBOTE IO JECITKY NpH3HakoB. Ecim BBe-
CTH €r'0 3HaHHUS B KOMIIBIOTED, N10JIy4aeTcsl IKCIePTHas cucTeMa — OfIHa
U3 T€X, YTO YCIIEIIHO aHAIU3UPYIOT 3a00JIeBaHUS KPOBU U OTHICKMBAIOT
OITyXOJIM Ha peHTreHorpammax. IIporpamma FocalPoint, paspaborannas
rkommanuei TiPath Imaging, OoTHICKHMBAET ciiefpl ONMyXoJiel Ha OCHOBE
MTH MUJJIMOHOB CJIaliZIOB, KOTOPBIE CIIELUAIMCTBI BBOAAT B €€ NaMsTh
exxeronHo. OHa XpaHUT B cebe MOCTOSHHO PaCIIMPSEMbI BCEMHUPHBIN
OTIBIT, IOSTOMY €CTh BCE€ OCHOBaHUS OXKUAATh, YTO CO BPEMEHEM TaKue
MIPOTpaMMBbI 3aMEHST KUBBIX TUATHOCTOB.

163



Appendix 2

OpnHa 13 0coOeHHOCTEH YeI0OBEYECKOTO MO3ra COCTOUT B YMEHHH BbI-
JIENSITh B cOOBITHSX 00pa3bl. Ho kak ObI XOpOIIN MBI HE OBLIH B CTOJH
TPYIHOM JieTie, B HeKOTOpbIX citydasx MU cpabareiBaeT nyuiie, 0coOeH-
HO B CHUTyalusx MolleHHHdYecTBa. CrenuaneHas mporpamma Falcon,
paspaborannas kommnanueid NHC, co3zmaer mMOCTOSHHO OOHOBIISIEMYIO
0a3y IaHHBIX POQUIEH — TOTO, KaK, TJe U KOT/a KINEHTHI UCIIOIb3YIOT
CBOM KpenuTHBIE KapTouku. Ha ocHOBe 3Toii 0a3bl NaHHBIX IPOTrpaMMa
BBISIBISIET CYIIECTBCHHBIC OTKJIIOHEHHSI, OCHOBBIBASCH Ha pE3yNbTaTax
CTaTUCTUYECKOTO aHallM3a M aNTOPUTMOB HEHPOHHBIX ceTed. [Ipmme-
POB UCIIONB30BaHMS UCKYCCTBEHHOTO WHTEIIIEKTa, O KOTOPOM TBEPAWIN
¢anTactel, o4eHb MHOTO. OH BOKDYT HAC: B HHIYCTPHUH, OECIIPOBOIHBIX
HH(POPMAIMOHHBIX CIYK0ax a’poropTOB, OHJIAHHOBEIX OaHKAX 3aHATO-
CTH, B MPOTpaMMax I'€OJIOTOB M THAPOIOTOB, 00pa30BAHUM, MEIUIIHH-
CKUX U (hapMaKoJIOrHYeCKUX Ja00opaTopusx.

«Poccust Mora Obl BO3IIABHUTH CaMblil IPABUIIBHBIH IYTh — MYTh IO~
3HAHUS YEJIOBEYECKOTO pa3yMa. Y Hac CyLIECTBEHHBIH KaJpOBbIi OTEH-
LA, CEphE3HBIE TEOPETUICCKHE U MIPHUKIIATHBIE HAPaOOTKN — MBI MOT-
JI1 OBI DTO CIIENAThy, — MOAEIUICS OCHOBATeNbs POCCHIiCKOro ATEHTCTBA
UCKyCcCTBEHHOTO MHTeekTa Jlenuc OHaluk.

(llo mamepuanam: www. Uslugy.ru.
Onee Jlykoes. IT u menexommynurxayuu. 2005. Ne 5)



Appendix 3
A Cutting-edge Al Product

Here we present the technical report of a new Al model developers.
This product is named Sora. It can create realistic and imaginative scenes
from text instructions. Sora is so-to-speak “hot-off-the-press”, that is
why it has some limitations, though it is still rather impressive and fas-
cinating.

SORA. Creating Video from Text. Technical report

Video generation models as world simulators

We explore large-scale training of generative models on video data.
Specifically, we train text-conditional diffusion models jointly on vid-
eos and images of variable durations, resolutions and aspect ratios. We
leverage a transformer architecture that operates on spacetime patches
of video and image latent codes. Our largest model, Sora, is capable of
generating a minute of highfidelity video. Our results suggest that scaling
video generation models is a promising path towards building general
purpose simulators of the physical world.

This technical report focuses on (1) our method for turning visual data
of all types into a unified representation that enables large-scale training
of generative models, and (2) qualitative evaluation of Sora’s capabilities
and limitations. Model and implementation details are not included in
this report.

Much prior work has studied generative modeling of video data using
a variety of methods, including recurrent networks, generative adversar-
ial networks, autoregressive transformers, and diffusion models. These
works often focus on a narrow category of visual data, on shorter videos,
or on videos of a fixed size. Sora is a generalist model of visual data — it
can generate videos and images spanning diverse durations, aspect ratios
and resolutions, up to a full minute of highdefinition video.

Turning visual data into patches

We take inspiration from large language models which acquire gen-
eralist capabilities by training on internet-scale data. The success of the
LLM paradigm is enabled in part by the use of tokens that elegantly unify
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diverse modalities of text — code, math and various natural languages. In
this work, we consider how generative models of visual data can inherit
such benefits. Whereas LLMs have text tokens, Sora has visual patches.
Patches have previously been shown to be an effective representation
for models of visual data. We find that patches are a highly-scalable and
effective representation for training generative models on diverse types
of videos and images.

At a high level, we turn videos into patches by first compressing vid-
eos into a lowerdimensional latent space, and subsequently decomposing
the representation into spacetime patches.

Video compression network

We train a network that reduces the dimensionality of visual data. This
network takes raw video as input and outputs a latent representation that
is compressed both temporally and spatially. Sora is trained on and sub-
sequently generates videos within this compressed latent space. We also
train a corresponding decoder model that maps generated latents back to
pixel space.

Spacetime latent patches

Given a compressed input video, we extract a sequence of spacetime
patches which act as transformer tokens. This scheme works for images
too since images are just videos with a single frame. Our patch-based
representation enables Sora to train on videos and images of variable
resolutions, durations and aspect ratios. At inference time, we can control
the size of generated videos by arranging randomly-initialized patches in
an appropriately-sized grid.

Scaling transformers for video generation

Sora is a diffusion model; given input noisy patches (and condition-
ing information like text prompts), it’s trained to predict the original
“clean” patches. Importantly, Sora is a diffusion transformer. Trans-
formers have demonstrated remarkable scaling properties across a va-
riety of domains, including language modeling, computer vision, and
image generation.

In this work, we find that diffusion transformers scale effectively as
video models as well. Below, we show a comparison of video samples
with fixed seeds and inputs as training progresses. Sample quality im-
proves markedly as training compute increases.
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Variable durations, resolutions, aspect ratios

Past approaches to image and video generation typically resize, crop
or trim videos to a standard size — e.g., 4 second videos at 256x256
resolution. We find that instead training on data at its native size provides
several benefits.

Sampling flexibility

Sora can sample widescreen 1920x1080p videos, vertical 1080x1920
videos and everything inbetween. This lets Sora create content for dif-
ferent devices directly at their native aspect ratios. It also lets us quickly
prototype content at lower sizes before generating at full resolution — all
with the same model.

Improved framing and composition

We empirically find that training on videos at their native aspect ratios
improves composition and framing. We compare Sora against a version
of our model that crops all training videos to be square, which is com-
mon practice when training generative models. The model trained on
square crops (left) sometimes generates videos where the subject is only
partially in view. In comparison, videos from Sora (right) have improved
framing.

Language understanding

Training text-to-video generation systems requires a large ammount of
videos with corresponding text captions. We apply the re-captioning tech-
nique introduced in DALL-E 3 to videos. We first train a highly descriptive
captioner model and then use it to produce text captions for all videos in
our training set. We find that training on highly descriptive video captions
improves text fidelity as well as the overall quality of videos.

Similar to DALL-E 3, we also leverage GPT to turn short user prompts
into longer detailed captions that are sent to the video model. This en-
ables Sora to generate high quality videos that accurately follow user
prompts.

Prompting with images and videos

All of the results above and in our landing page show text-to-video sam-
ples. But Sora can also be prompted with other inputs, such as pre-existing
images or video. This capability enables Sora to perform a wide range of
image and video editing tasks — creating perfectly looping video, animat-
ing static images, extending videos forwards or backwards in time, etc.
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Animating DALL-E images
Sora is capable of generating videos provided an image and prompt

as input. On the site of Open-Al company you can see example videos
generated based on DALL-E 2 and DALL-E 3 images.

Extending generated videos

Sora is also capable of extending videos, either forward or backward
in time. On the site of Open-Al company you can see four videos that
were all extended backward in time starting from a segment of a gener-
ated video. As a result, each of the four videos starts different from the
others, yet all four videos lead to the same ending.

We can use this method to extend a video both forward and backward
to produce a seamless infinite loop.

Video-to-video editing

Diffusion models have enabled a plethora of methods for editing im-
ages and videos from text prompts. Below we apply one of these meth-
ods, SDEdit, to Sora. This technique enables Sora to transform the styles
and environments of input videos zero-shot.

Connecting videos

We can also use Sora to gradually interpolate between two input vid-
eos, creating seamless transitions between videos with entirely differ-
ent subjects and scene compositions. In the examples below, the videos
in the center interpolate between the corresponding videos on the left
and right.

Image generation capabilities

Sora is also capable of generating images. We do this by arranging
patches of Gaussian noise in a spatial grid with a temporal extent of
one frame. The model can generate images of variable sizes — up to
2048x%2048 resolution.

Emerging simulation capabilities

We find that video models exhibit a number of interesting emergent
capabilities when trained at scale. These capabilities enable Sora to sim-
ulate some aspects of people, animals and environments from the physi-
cal world. These properties emerge without any explicit inductive biases
for 3D, objects, etc. — they are purely phenomena of scale.

168



A Cutting-edge Al Product

— 3D consistency. Sora can generate videos with dynamic camera mo-
tion. As the camera shifts and rotates, people and scene elements move
consistently through three-dimensional space.

— Long-range coherence and object permanence. A significant chal-
lenge for video generation systems has been maintaining temporal con-
sistency when sampling long videos. We find that Sora is often, though
not always, able to effectively model both short- and long-range depen-
dencies. For example, our model can persist people, animals and objects
even when they are occluded or leave the frame. Likewise, it can gener-
ate multiple shots of the same character in a single sample, maintaining
their appearance throughout the video.

— Interacting with the world. Sora can sometimes simulate actions that
affect the state of the world in simple ways. For example, a painter can
leave new strokes along a canvas that persist over time, or a man can eat
a burger and leave bite marks.

— Simulating digital worlds. Sora is also able to simulate artificial pro-
cesses—one example is video games. Sora can simultaneously control the
player in Minecraft with a basic policy while also rendering the world
and its dynamics in high fidelity. These capabilities can be elicited zero-
shot by prompting Sora with captions mentioning “Minecraft.”

Discussion

Sora currently exhibits numerous limitations as a simulator. For exam-
ple, it does not accurately model the physics of many basic interactions,
like glass shattering. Other interactions, like eating food, do not always
yield correct changes in object state. We enumerate other common fail-
ure modes of the model — such as incoherencies that develop in long
duration samples or spontaneous appearances of objects — in our land-
ing page.

We believe the capabilities Sora has today demonstrated that contin-
ued scaling of video models is a promising path towards the development
of capable simulators of the physical and digital world, and the objects,
animals and people that live within them.
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B mocnesHMe ToARI MCKyCCTBEHHBIN MHTETEKT (M)
aKTUBHO Pa3BUBAETCS, IIPOHUKAsI BO Bce cdeprl Yeso-
BEUECKOU [IeATETHHOCTH, PEBOTIONMOHU3UPYS UX U
TIPUBHOCS 3HAYUTETbHBIN TIPOTPECC B PENIEHUE MHO-
TOYMCIEHHBIX TIpobIeM. M3maHre COAEPIKUT TEKCTHI
Ha aHIIMHCKOM SI3bIKe, JAIONIMe IpeJCcTaBIeHre 00
OCHOBHBIX HampaBieHusx VU, a Takke ympaXHeHUT
Pa3IUYHBIX (OPMATOB, ANMEHIUKCHI U CIOBAph A
0TpaboTKM BOKAbyJIsApa 10 JaHHOM TeMAaTHKe.

In recent years, artificial intelligence (AI) has been
actively developing, penetrating into all spheres of
human activity, revolutionizing them and bringing
significant progress to solving numerous problems.
The publication contains texts in English that give an
idea of Al key areas, as well as exercises in various
formats, appendixes and a dictionary for practicing
vocabulary on this topic.
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